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Abstract

To understand the functionality of the brain, it is crucial to know where sources

of ongoing activity are located inside the brain and how they interplay. The syn-

chronization of oscillatory signals generated by large populations of neurons has

been identified to serve as a communication mechanism. Due to their excellent

temporal resolution in the millisecond range and their non-invasiveness, the electro-

physiological measurement modalities Electroencephalography (EEG) and Magne-

toencephalography (MEG) are well-suited tools to investigate these synchronization

effects. However, due to the mixing of source signals inside the brain into mea-

surement sensors outside the head which is called volume conduction, it is neither

possible to uniquely reconstruct the sources nor to study relationships among them.

Artifacts of volume conduction impede the interpretation of relationships between

sensors as well as between estimated sources.

Within this thesis a novel series of multivariate data analysis methods is introduced

that aims at detecting synchronization between large-scale brain sources robust to

any volume conduction artifacts. All methods are based upon the concept of an

established connectivity measure called the imaginary part of coherency (ImCoh).

The ImCoh neglects instantaneous synchronization effects as they are most likely

due to source mixing as true source synchronization usually requires some time to

evolve.

The computational procedure presented in this thesis is constructed out of four

individual methods which can be used sequentially. First, the maximization of

the imaginary part of coherency is introduced which leads to an increase of the

signal-to-noise ratio for subsequent connectivity analysis and source localization.

Furthermore, connectivity measures are derived from this maximization, which are,

in contrast to the ImCoh, independent of the particular source mixing. Due to these

properties, one of the measures, the Global Interaction Measure (GIM), is used to

objectively compare the measurement modalities EEG and MEG. Moreover, the GIM

serves as a basis to automatically determine subject specific frequency peaks of

synchronization effects. Second, synchronized sources are determined with a novel

technique called Self Consistent Multiple Signal Classification (SC Music). It forms

an algorithmic improvement over the existing data analysis technique Rap Music
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(Recursively Applied Multiple Signal Classification) by diminishing the influence

of other sources during the localization procedure. Third, a method called Wedge

Music is used to address the question which of the sources, prior determined with

SC Music, are actually interacting. Additionally, it is shown that both SC and

Wedge Music are, in contrast to measures based on the classical ImCoh, capable

of examining differences in interaction between different experimental conditions.

Fourth, a method is presented to statistically test the results. This is achieved by

generating surrogate data from the real data such that data properties are maintained

but all interactions are artificially destroyed. All methods are introduced theoretically

and are validated in simulations. Finally, the applicability is demonstrated on real

EEG and MEG data.
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Zusammenfassung

Die Funktionsweise des Gehirns wird maßgeblich durch das Zusammenspiel von ver-

schiedenen Gehirnregionen bestimmt. Ein Kommunikationsmechanismus ist dabei

die Synchronisation von oszillatorischen Signalen, die von großen Neuronenpopula-

tionen erzeugt werden. Mit ihrer hervorragenden zeitlichen Auflösung im Bereich

von Millisekunden und ihrer Nicht-Invasivität sind die elektrophysiologischen Mess-

modalitäten Elektroenzephalografie (EEG) und Magnetoenzephalografie (MEG) gut

geeignete Werkzeuge, um diese Synchronisationseffekte zu untersuchen. Die Senso-

ren an der Kopfoberfläche messen jedoch eine Mischung der im Gehirn generierten

Quellsignale. Durch diesen sogenannten Volumenleitungseffekt ist es weder möglich,

die Quellen aus den Sensorsignalen eindeutig zu rekonstruieren noch Beziehungen

(Konnektivität) zwischen ihnen abzuleiten.

Die vorliegende Arbeit stellt ein Reihe multivariater Datenanalysemethoden vor,

um Synchronisation und damit Interaktionen zwischen verschiedenen Gehirnarealen

zu erfassen. Alle Methoden basieren auf einem Konzept, dass einem etablierten

Konnektivitätsmaß, dem sogenannten Imaginärteil der Kohärenz (englische Abkür-

zung: ImCoh), zu Grunde liegt. Der ImCoh vernachlässigt gleichzeitig stattfindende

Synchronisationseffekte, da sie höchstwahrscheinlich auf Volumenleitungsartefakten

beruhen, während echte neuronale Synchronisation im Gegensatz dazu zeitversetzt

stattfindet.

Im Wesentlichen werden in dieser Arbeit vier verschiedenen Methoden präsen-

tiert, die nacheinander benutzt werden können. Zunächst wird die Maximierung

des ImCohs durch einen optimalen räumlichen Filter beschrieben. Damit wird das

Signal-Rausch-Verhältnis der Daten für anschließende Konnektivitätsanalysen und

für die Quellrekonstruktion verbessert. Weiterhin werden aus der vorgestellten Theo-

rie dieser Maximierung verschiedene neue Konnektivitätsmaße abgeleitet, auf die

die eigentliche Mischung der Quellsignale in die Sensoren keinerlei Einfluss hat. Mit

einem dieser Maße, dem Global Interaction Measure (GIM) lassen sich aufgrund

dieser Eigenschaften die Messmodalitäten EEG und MEG valide vergleichen. Weiter-

hin können mit dem GIM versuchspersonenspezifische Frequenzbänder, bei denen

eine neuronale Synchronisation stattfindet, automatisch detektiert werden. In einem
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zweiten Schritt werden die Gehirnquellen in dem zuvor bestimmten Frequenzband

mit einem neuen Analyseverfahren namens Self Consistent Multiple Signal Classifica-

tion (SC Music) lokalisiert. Dieses stellt eine algorithmische Erweiterung des bereits

bestehenden Verfahrens Rap Music (Recursively Applied Multiple Signal Classifi-

cation) dar. Im Vergleich zu Rap Music verringert SC Music den Einfluss anderer

synchroner Quellen und verbessert so die Lokalisation. Drittens adressiert die neu

eingeführte Methode Wedge Music die Frage, welche der vorher bestimmten Quellen

wirklich interagieren. Es wird gezeigt, dass sowohl SC Music als auch Wedge Music

im Gegensatz zu Maßen die auf dem eigentlichen ImCoh basieren in der Lage sind,

Interaktionsunterschiede zwischen verschiedenen experimentellen Bedingungen zu

ermitteln. Viertens wird eine Methode zur statistischen Validierung der Ergebnisse

vorgestellt. Dies geschieht mit Hilfe von Surrogatdaten, die auf Basis gemessener

Daten erzeugt werden. Bei den Surrogatdaten werden jegliche zu Grunde liegende

Interaktionen künstlich zerstört, während andere statistische Eigenschaften der Da-

ten erhalten bleiben. Alle angesprochenen Methoden werden theoretisch eingeführt

und in Simulationen evaluiert. Weiterhin wird die Anwendbarkeit exemplarisch

anhand von echten EEG and MEG Daten demonstriert.
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Notation and list of symbols

A a matrix - matrices are denoted by bold capital

letters

a a vector - vectors are denoted by bold small letters

A or α capital Roman or small Greek letters are used as

scalar quantities with a specific meaning through-

out this thesis, see below

a small Roman letters are used as matrix or vector

indices or as loop variables, except for Euler’s con-

stant e and the imaginary unit i, see below

(.)† complex conjugate transpose of a matrix or vector

x ∼ N (µ, σ2) multivariate random variable x, Gaussian dis-

tributed with mean µ and variance σ2

ℑ(.) or (.)I imaginary part of a complex quantity

δpq Kronecker delta for two variables p and q

ℜ(.) or (.)R real part of a complex quantity

(.)T matrix or vector transpose

|.| absolute value of a quantity

C set of complex numbers

(.)∗ complex conjugate of a scalar quantity

:= is equal by definition to

det(.) determinant of a square matrix

e Euler’s constant, the base of the natural logarithm;

approximately e = 2.7182

‖.‖F Frobenius norm

xv



Notation and list of symbols

.̂ low-rank or subspace representation of a given

quantity

i imaginary unit of a complex number, defined by

i2 = −1

(.)+ Moore Penrose pseudoinverse

R set of real numbers

tr(.) trace of (.), i.e. the sum over all diagonal elements

of a matrix

∧ Wedge product

Σ covariance matrix

0NM matrix containing zero elements of size N × M

IN quadratic identity matrix of size N × N, i.e. ones

on the diagonal, zeros elsewhere

M number of grid points within the parceled brain

N number of EEG or MEG measurement channels

P subspace dimension; for Music algorithms equal

to the number of sources to be estimated

T number of sampling points of a recording

λ eigenvalue; λ1 denotes the largest eigenvalue and

λj the j-th largest eigenvalue

ϑ principle angle between two spaces

Hz Hertz, unit of frequency in the International Sys-

tem of Units (SI)

cm centimeter
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1. Introduction

Men ought to know that from

nothing else but the brain come

joys, delights, laughter and

sports, and sorrows, griefs,

despondency, and lamentations.

(Hippokrates of Kos, 400 B.C.)

Everything that happens inside the human body is orchestrated by the brain, as well
as every interaction with the outside world. The brain is supposed to be the key
to cognition, consciousness and to all kinds of emotional responses ranging from
depression to euphoria. Trying to understanding the brain is aiming to understand
the human being. Furthermore, studying the functioning of the brain intends to learn
more about neurodegenerative and mental disorders and to develop therapies and
treatments accordingly. Many diseases are linked to pathological brain functioning
such as Alzheimer’s, Parkinson’s, dementia in general, Amyotrophic Lateral Sclerosis
(ALS), schizophrenia, autism, depression, and multiple sclerosis.

However, the human brain is likely to be the most complex arrangement of
matter in the universe. The largest part of the brain, the cerebral cortex, contains
approximately 15-33 billions of neurons (Pelvig et al., 2008). These are connected via
approximately 125 trillions of synapses which roughly corresponds to the number of
stars in 1500 Milky Ways (Micheva et al., 2010).

The interest in the brain is substantial and, hence, history of neuroscience is long
and can be traced back to the Edwin Smith Surgical Papyrus around 1700 B.C. In the
18th century, the idea of functional localization and specialization evolved (Gall and
Lewis, 1835). It was derived from observed symptoms following a local brain lesion
due to either brain damage or surgical experiments in animals. The most famous
lesion example is the story of Phineas Gage in 1848 and can be considered as the
cornerstone of cognitive neuroscience. An iron rod destroyed his frontal lobe in an
accidental explosion (see Figure 1.1) from which he recovered without significant
motor, sensory or cognitive deficits. His behavior, however, altered. This observation
heavily supported the hypothesis of functionally specialized brain regions and
provided further evidence for linking the brain to behavior (Harlow, 1868). More
or less concurrently, in the mid of the 19th century, the German neurologist Karl
Wernicke proposed that different behaviors are produced by different brain regions
interconnected by specific neural pathways (Wernicke, 1874; Kandel et al., 2012).

The first non-invasive and in-vivo brain measurements have been conducted in the
early 20th century. Vladimir Vladimirovich Pravdich-Neminsky recorded electrical
fields generated by neuronal sources in animals in 1912 (Pravdich-Neminsky, 1913).
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1. Introduction

Hans Berger further established Electroencephalography (EEG) by recording the
first human EEG in 1924 (Berger, 1929). Magnetic fields produced by the same
neuronal sources as EEG have been measured for the first time outside the head by
David Cohen in 1968. His experiments formed the basis of Magnetoencephalography
(MEG) (Cohen, 1968).

Due to technological advances, neuroscience experi-

Figure 1.1.: Phineas Gage
brain damage.
(Harlow, 1868)

enced an enormous boost in the past decades. With mod-
ern computers, researchers are able to store, process and
analyze the large amounts of data generated by the brain.
Additionally, imaging techniques such as Computerized
Tomography (CT), Single Photon Emission Computed To-
mography (SPECT), Positron Emission Tomography (PET)
and Magnetic Resonance Imaging (MRI) became avail-
able during the 1970s and 1980s. These allowed a first
non-invasive glance inside the working brain and the evo-
lution of anatomical and functional brain atlases (Tzourio-
Mazoyer et al., 2002; Talairach and Tournoux, 2008). Es-
pecially, functional magnetic resonance imaging (fMRI)
which evolved in the early 1990s quickly became the most
widely-used neuroimaging modality as it is non-invasive and does not expose sub-
jects to radiation. With fMRI it is possible to localize "brain activity" very precisely.
To be specific, fMRI does not measure brain activity directly. Changes in blood flow
in certain areas are detected, which are related to energy consumption and, finally,
to neural activity. These are called the Blood Oxygenation Level Dependent (BOLD)
signals. Nevertheless, modern scanners achieve a spatial resolution down to a single
millimeter or even below. Many fMRI studies have been conducted localizing a blood
flow change in regions of the brain during a specific task (overviews are e.g. given
in Berman et al., 2006; Logothetis, 2008). However, not only the location of neuronal
activity but also the interplay with other brain regions is crucial to understand
cognitive processing and its links to behavior (Brodmann, 1909; Ramón y Cajal,
1909; Horwitz, 2003; Vincent et al., 2006; Dosenbach et al., 2007; Vincent et al., 2008;
Swanson, 2011; Siegel et al., 2011). Therefore, increasing interest has recently been
directed to the topic of brain connectivity studied with modern imaging techniques.
This can also be seen in Figure 1.2 which illustrates the number of publications
related to brain connectivity from 1990 to 2013.

The field of brain connectivity is usually divided into three different research
directions all investigating links between distinct units within the brain. First, the
study of anatomical links which is referred to as anatomical connectivity. Second,
the study of statistical dependencies between different time series called functional
connectivity. Third, the study of direct causal inferences which is called effective
connectivity. A further discrimination is commonly made concerning the size of
the brain units under investigation. These range from single neurons up to large
populations of neurons (Jirsa and McIntosh, 2007; Friston, 2009). The focus of this
thesis lies on functional connectivity between large populations of neurons.

Although statistical dependencies between BOLD signals of different brain regions
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have extensively been examined (for an overview and outlook see e.g. Friston,
2011; Smith, 2012), the investigation of functional connectivity with fMRI has some
drawbacks. A fast whole brain fMRI scan takes between one and two seconds due
to technical reasons and is thereby several magnitudes slower than neural activity.
Moreover, the BOLD signal itself is an epiphenomena of neural activity and occurs
on the time scale of multiple seconds. Therefore, even a faster fMRI signal acquisition
would only lead to a higher sampled BOLD signal, not providing more information
about underlying neural activity. In contrast to that, the excellent time resolution
of MEG and EEG provides a unique window on the fast dynamics of human brain
functions. Using electrophysiological recording techniques such as EEG and MEG,
neural activity can be measured directly with sampling frequencies up to 1kHz and
faster. Due to these properties, an essential mechanism of functional communication
can be captured with EEG and MEG: synchronization of oscillatory signals. As in
many other physical and biological systems (see Strogatz, 2003), synchronization
plays a key role for communication and interactions between different entities - here,
between different brain regions (Singer, 1999; Engel et al., 2001; Varela et al., 2001;
Fries, 2005; Hipp et al., 2012; Engel et al., 2013).

Hans Berger already observed oscillatory

Figure 1.2.: Brain connectivity paper since
1990. PubMed search with key-
words ’brain connectivity’.

activity by visual inspection of his EEG data
in 1914. Nowadays, with modern computer
technology, it is possible to investigate syn-
chronization between multiple of these signal
sources inside the brain, although measured at
the scalp. However, there exist intrinsic chal-
lenges to explore brain sources and even more
synchronized brain sources from EEG or MEG
data. Due to the propagation of electromag-
netic fields inside the head, each signal gener-
ated by a single brain source (i.e. a population
of neurons) is recorded by multiple measure-
ment sensors placed outside the head (Nunez
et al., 1997). Therefore, data observed at scalp
level are a mixture of the underlying source ac-
tivities (Baillet et al., 2001). Unfortunately, the
mathematical inversion, i.e. calculating brain
sources from EEG or MEG data, is an ill-posed problem (Sarvas, 1987). Assuming a
linear superposition of sources, this can be seen from the fact that there are usually
much more possible brain sources than there are measurement sensors. This so
called inverse problem or problem of source reconstruction gave rise to numerous ap-
proaches incorporating different assumptions about the underlying sources (e.g. Jeffs
et al., 1987; Ioannides et al., 1990; Hämäläinen et al., 1993; Cardoso and Souloumiac,
1993; Van Veen et al., 1997; Hämäläinen and Ilmoniemi, 1994; Mosher et al., 1999b;
Mosher and Leahy, 1999; Gross et al., 2001; Lin et al., 2006; Pascual-Marqui et al.,
2002; Pascual-Marqui, 2002; Pascual-Marqui et al., 2011; Haufe et al., 2011). In the
context of synchronization between brain sources another problem arises due to
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1. Introduction

volume conduction. As a single source signal is captured by many sensors, any
connectivity metric, e.g. a measure of correlation, would detect a relationship be-
tween these sensors. Although this issue has been addressed methodologically more
and more over the past years (Nolte et al., 2004, 2006; Pascual-Marqui, 2007b; Stam
et al., 2007; Schoffelen and J.Gross, 2009; Nolte and Müller, 2010; Vinck et al., 2011;
Gonzalez et al., 2011; Ewald et al., 2012; Avarvand et al., 2012; Haufe et al., 2012;
Marzetti et al., 2013; Ewald et al., 2013), it is still common practice to estimate source
activity first and, then, to apply connectivity metrics in source space. Nonetheless,
the problem of volume conduction does not seem to be unraveled by solving the
inverse problem. For example, Haufe et al. (2012) showed that also on source level
spurious interactions can arise due to remaining artifacts of volume conduction.

1.1. Scope of this work

The scope of this thesis is to introduce, evaluate and prove the applicability of a
new data analysis methodology that aims at detecting synchronized and, hence,
interacting neuronal sources. A special focus lies on the robustness of the novel
methodology towards any artifacts of volume conduction. This is achieved by em-
ploying the concept behind the imaginary part of coherency (ImCoh) first published
by Nolte et al. (2004). Coherence, in general, has been shown to be a valid quantity
to measure neuronal interactions (e.g. Nunez et al., 1997, 1999; Fries, 2005). However,
there remains the problem of volume conduction. In contrast to the absolute value
of the complex valued quantity coherency1, Nolte et al. (2004) showed that the
imaginary part of it is robust to volume conduction. The same holds true for the
imaginary part of the cross-spectrum (ImCs) which is the non-normalized ImCoh.

The fundamental idea of this thesis is to base all computations on a quantity
derived from the imaginary part of the coherency as a trustworthy source of infor-
mation. This way, artifacts of volume conduction are diminished or even vanish.
Figure 1.3 illustrates this approach. In conventional analysis approaches for func-
tional connectivity from EEG/MEG data, sources are reconstructed first and then, a
connectivity measure is applied to conclude on relationships between these sources
(upper path in Figure 1.3). In this thesis, a connectivity metric robust to volume
conduction is applied on sensor level first. Then, interacting sources are determined
(lower path in Figure 1.3).

Please note that it is out of the scope of this thesis to provide a detailed comparison
of the introduced methodology with other existing source localization techniques,
connectivity measures or combinations among them. Some of the methods presented
in the following denote conceptual improvements over existing methods. These
improvements are tested and evaluated. In general, the behavior of the new methods
is assessed in order to understand and to demonstrate their strengths and weaknesses.

1 Sometimes in the literature also the complex quantity is called coherence. To avoid any confusion
within this thesis, the complex quantity is termed "coherency" while the absolute value of it is termed
"coherence".

4
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Figure 1.3.: Principle approaches to estimate functional connectivity between brain sources. Most
commonly, neuronal sources are estimated from measured EEG or MEG data first. In a
second step, relationships between these sources are determined (upper path). As this
approach is error-prone due to volume conduction artifacts, an alternative is introduced
within this thesis. Here, a sensor level interaction measure robust to volume conduction
artifacts is calculated from the data. Then, interacting sources are estimated based on this
trustworthy source of information (lower path).

This way, a potential user of these new data analysis techniques can judge in which
application scenarios the methods can or cannot be used.

1.2. Outline

The present thesis is organized as follows: In Chapter 2 fundamental concepts of
existing EEG and MEG data analysis techniques are reviewed. These are necessary to
follow and judge the novel data analysis procedure as some of the new methods are
improvements over existing methods. In Chapter 3, the novel methods are introduced
theoretically. In Chapter 4 the behavior of the new methodology is evaluated in
simulations. This is a fundamental step as usually the ground truth is not known
for measured EEG and MEG data. Hence, it is difficult to judge the results of new
analysis techniques. Furthermore, the applicability is demonstrated exemplarily on
real data in Chapter 5. Finally, Chapter 6 provides a summary and a discussion of
the results. Additionally, advantages as well as shortcomings are highlighted.

The novel methodology consists of four parts which can be seen as individual
methods. All can be used one after the other to determine the location of interacting
brain sources at a specific frequency. Figure 1.4 provides an overview. The first
approach is to maximize the imaginary part of coherency. This can be seen as a
theoretical framework from which practical applications and specific connectivity
measures are derived. It is used for three purposes in this thesis: a) to automatically
determine a frequency of interest, i.e. a frequency range where subject specific inter-
actions take place; b) to derive additional connectivity measures called Multivariate
Interaction Measure (MIM) and Maximized Imaginary Coherency (MIC) capable of
investigating relationships between multiple given brain sources by optimizing the
direction of dipoles. Due to specific properties of the measures derived within this
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Figure 1.4.: Methodological overview. A description is provided in Section 1.2

framework, they are perfectly suited to compare the measurement modalities EEG
and MEG. This will also be demonstrated; c) to define a data subspace representation
D in which the imaginary part of coherency is maximized. Based on this data
subspace at a specific frequency of interest, the second method called SC Music is
used to estimate possibly interacting sources. Then, a third method, termed Wedge
Music can be applied to specify which of the sources obtained from SC Music are
synchronized, i.e. interacting2. Finally, a novel approach is presented in order to
statistically test the obtained result based on surrogate data.

1.3. Publications

The following list provides an overview of my current publications in chronological
order. Parts of these publications are included within this thesis.

Journal publications

[1] A. Ewald, L. Marzetti, F. Zappasodi, F. C. Meinecke, and G. Nolte. Estimating true brain
connectivity from EEG/MEG data invariant to linear and static transformations in
sensor space. NeuroImage, 60:476 – 488, 2012.

2 Synchrony measured with coherence is understood to be a mechanism of interaction for large scale
brain sources (Fries, 2005; Womelsdorf et al., 2007). Hence, the terms "interacting" and "synchronized"
are used as synonyms throughout this thesis.
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[2] A. Ewald, S. Aristei, G. Nolte, and R. A. Rahman. Brain oscillations and functional
connectivity during overt language production. Frontiers in Psychology, 3:166, 2012.

[3] F. S. Avarvand, A. Ewald, and G. Nolte, Localizing true brain interactions from EEG and
MEG data with subspace methods and modified beamformers. Computational and
Mathematical Methods in Medicine, Vol. 2012, Article ID 402341, 11 pages, 2012.

[4] A. Ewald, F. S. Avarvand, and G. Nolte. Identifying causal networks of neuronal sources
from EEG/MEG data with the phase slope index: a simulation study. Biomed. Tech.
(Berl), 58(2):165–178, 2013.

[5] A. Sonnleitner, A., Treder, M.S., M. Simon, S. Willmann, A. Ewald, A. Buchner, and M.
Schrauf. EEG alpha spindles and prolonged brake reaction times during auditory
distraction in an on-road driving study. Accident; analysis and prevention, 62:110–118,
2014.

[6] F. Shahbazi, A. Ewald, and G. Nolte. Univariate normalization of bispectrum using
Hölder’s inequality. Journal of Neuroscience Methods. ISSN 0165-0270, 2014.

[7] A. Ewald, F. S. Avarvand, and G. Nolte. Wedge MUSIC: A novel approach to examine
experimental differences of brain source connectivity patterns from EEG/MEG data.
NeuroImage, 101:610–624, ISSN 1095-9572, 2014.

[8] F. S. Avarvand, A. Ewald, and G. Nolte., Self-Consistent MUSIC for localization of true
brain interactions in EEG/MEG, in preparation for NeuroImage

Conference contributions

[9] A. Ewald, A. Ziehe, F. Shahbazi, and G. Nolte. Exploiting prior neurophysiological
knowledge to improve brain computer interface performance. In S. Supek and A. Sušac,
editors, 17th International Conference on Biomagnetism Advances in Biomagnetism
– Biomag2010, number 28 in IFMBE Proceedings, pages 370–373. Springer Berlin
Heidelberg, 2010.

[10] F. Shahbazi, A. Ewald, A. Ziehe, and G. Nolte. Constructing surrogate data to control
for artifacts of volume conduction for functional connectivity measures. In S. Supek
and A. Sušac, editors, 17th International Conference on Biomagnetism Advances
in Biomagnetism – Biomag2010, number 28 in IFMBE Proceedings, pages 207–210.
Springer Berlin Heidelberg, 2010.

[11] S. Haufe, M. Treder, M. Sagebaum, M. Gugler, A. Ewald, G. Curio, and B. Blankertz.
Neural signatures enhance emergency braking intention detection during simulated
driving, Poster presentation on Bernstein Conference on Computational Neuroscience.
Abstract available under http://eprints.pascal-network.org/archive/00007841/, 2010.

[12] A. Ewald and G. Nolte. Estimating true brain connectivity from EEG/MEG data
invariant to coordinate transformations. Book of abstracts SAN 2011 meeting, page
23., 2011
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[13] G. Nolte, F. S. Avarvand, and A. Ewald. Localizing interacting brain activity from EEG
and MEG data. International Journal of Psychophysiology, 85(3):347, 2012.

[14] A. Ewald, M.F. Gugler, S. Haufe, M. Sagebaum, A. Sonnleitner, M. Schrauf, G. Curio,
B. Blankertz, and M.S. Treder, Monitoring attention in a simulated driving scenario
using EEG-based connectivity measures, Poster presentation on 18th International
Conference on Advances in Biomagnetism, 2012

[15] Y. Xu, A. Ewald, H. L. Graber, J. D. Nichols, M. E. Pflieger, A. Ossadtchi, C. H. Schmitz,
and R. L. Barbour. A computing environment for multimodal integration of EEG and
fNIRS. Poster presentation on fNIRS conference London, 2013.

[16] A. Ewald and G. Nolte. Evaluating non data-driven EEG/MEG source reconstruction
methods with the Earth Mover’s Distance. Poster presentation on the 20th Annual
Meeting of the Organization for Human Brain Mapping (HBM), 2014.
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2. Background

If I were again beginning my

studies, I would follow the advice

of Plato and start with

mathematics.

(Galileo Galilei)

In this chapter, background information is reviewed to support the understanding of
this thesis. Neurophysiological details are introduced such as the biological origin
of EEG and MEG signals. Additionally, established data analysis techniques are
described that are employed and partly revised within this thesis.

2.1. Neurophysiology

EEG and MEG can be subsumed as electrophysiological measurement techniques
with identical neurophysiological basis as will be explained in the following. In
principle, active groups of spatially aligned nerve cells produce currents. These
currents themselves produce electric and magnetic fields spreading through the head.
In the case of EEG, the electric fields are measured on the scalp surface as potential
differences between two electrodes. In the case of MEG, magnetic fields are captured
a few centimeters outside of the head.

2.1.1. Neuronal potentials and dipoles

There are two different types of potentials occurring in a neuronal cell inside the
brain: Action Potentials (APs) and Excitatory Post Synaptic Potentials (EPSPs). APs
are discrete voltage spikes that travel from the beginning of an axon at the cell body to
the end of the axon where the synapses are. There, they cause neurotransmitters to be
released (Hodgkin, 1951). EPSPs are generated by the binding of neurotransmitters
at the receptors of the post synaptic cell, called apical dendrites. The membrane of
the apical dendritic tree becomes electronegative with respect to the cell body and the
basal dendrites. Figure 2.1.A illustrates this process. Here, the negative polarization
at the apical dendrites is indicated by "-" signs and the positive polarization at the
cell body and the basal dendrites with "+" signs. Consequently, a current flows from
the non-excited cell body and the basal dendrites to the apical dendritic tree (Gloor,
1985). A portion of the ions will take the direct route inside the cell. This current is
called the primary current. To complete the circuit for the conservation of electric
charges, current also flows outside the cell in opposite direction. This extracellular

9



2. Background

Figure 2.1.: Neurophysiological signal generation. From single cell currents to superimposed equivalent
current dipoles and the resulting magnetic fields. Figure adopted from Luck (2005).

current is called volume or secondary current (Baillet et al., 2001). Detectable electric
fields at the scalp and magnetic fields outside the head are, in general, caused by
primary and volume currents (see Section 2.2.1 and Appendix A.1).

Currents generated in a single cell are too small to produce measurable electric or
magnetic fields (Nunez and Srinivasan, 2006). Only the superposition of spatially
structured arrangements of neuronal currents in a stimulated patch of cortex leads
to currents large enough to be detected non-invasively (see Figure 2.1.B). Please note
that depending on the individual cortex folding, certain arrangements also might
lead to canceling effects. However, these so called macrocolumns of approximately
tens of thousands pyramidical cortical neurons are believed to be the main EEG
and MEG signal generators. These signal generators, as shown in Figure 2.1.C, are
termed equivalent current dipoles or just dipoles and serve as a model of brain
sources in the context of EEG and MEG data analysis. Please note that a dipole is
uniquely determined by a location inside the brain and the so called dipole moment.
The moment consists of the dipole orientation representing the direction of current
flow and the current strength. Hence, measurements at EEG/MEG sensor level
depend on the location and on the moment of a dipole (see Section 2.2.1).
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2.1.2. Oscillatory brain activity

EEG and MEG signals can be characterized by distinct features. One of these
data features are Event Related Potentials (ERPs) in case of EEG, or termed Event
Related Fieldss (ERFs) in case of MEG. In general, an ERP or ERF is the direct
response to an external stimulus that could be, for instance, visual, acoustic or tactile.
Depending on the nature of the stimulus, characteristic properties of the ERP/ERF
alter. Therefore, ERPs/ERFs can be interpreted in terms of how the brain processes
different types of external information. But not only the characteristic time series
alter due to the stimulus. Also does the location of the ERP/ERF and, hence, the
distinct measurement sensor in which the ERP/ERF is observed most prominently
reveals further relevant information. Usually, ERPs/ERFs are observed by averaging
a few seconds of data around the stimulus over many repetitions of the stimulus
presentation. This procedure increases the signal-to-noise ratio significantly which is
necessary as EEG and MEG data are highly noisy. For an introduction to ERP data
analysis see Luck (2005). For the single-trial analysis and the classification of ERP
components, see e.g. Blankertz et al. (2011) and Lemm et al. (2011).

A different data feature of the EEG signal has been discovered by Hans Berger
in the late 1920s as already mentioned in the introduction. He observed a strong
rhythmic component in the data when subjects closed their eyes. Ongoing oscillations
with a constant frequency of about 10 Hz became clearly detectable by visual
inspection (Berger, 1929). These days, electrophysiological signals are commonly
described in terms of rhythmic activity generated by rhythmically firing groups of
neurons in different frequency bands. In healthy adults, amplitudes and frequencies
change from one mental state to another, such as wakefulness and sleep. Furthermore,
individual frequencies vary largely between subjects. The distinction between typical
frequency bands is basically done by biological significance. There are five major
brain waves. Table 2.1 gives a short overview over the different brain rhythms.

Besides the frequency of oscillatory activity, also the location of a signal inside the
brain infers information about the brain’s function. For example, large parts of the

Table 2.1.: EEG and MEG frequency bands

name symb. frequency range coarse functional description

delta δ 0 - 3 Hz seen in adults in slow wave sleep

theta θ 4 - 7 Hz drowsiness or arousal in older children
and adults

alpha α 8 - 12 Hz attention, visual involvement, motor
activity

beta β 12 - 30 Hz motor activity, concentration

gamma γ 34 - 130 Hz higher cognitive functions

11



2. Background

activity in the alpha range originates in the occipital cortex. Usually, this activity is
associated with visual attention (e.g. Vanni et al., 1997). In contrast to that, alpha
waves occurring in motor areas are most likely due to motor activity and belong
to the so called µ-rhythm. The µ-rhythm is composed out of different frequency
components in the alpha and beta range and is suppressed during movement or
imagined movements (Pfurtscheller and Silva, 1999).

2.2. EEG and MEG neurophysics

The present section reviews how brain sources, modeled as equivalent current
dipoles, are mapped into EEG and MEG sensors. From there, intrinsic problems
for the reconstruction of brain sources from measured data and for investigating
relationships among them are derived. These problems are fundamental for the
present thesis. Novel data analysis methods are developed and evaluated in later
chapters to approach these issues.

2.2.1. Introduction to forward calculation

Let’s consider a distinct set of neuronal current sources in terms of dipoles, including
locations and moments. Then, scalp potentials and external magnetic fields are
uniquely computable. This procedure is called forward calculation and is briefly
outlined in the present section. A more detailed description and a mathematical
introduction can be found in Appendix A.1. In principle, the physics can be described
by the quasi-static approximation of Maxwell’s Equations because frequencies of
interest for electrophysiological recordings are typically well below 1 kHz (see Table
2.1) (Plonsey and Heppner, 1967; Sarvas, 1987; Munck and Dijk, 1991).

In general, two different approaches are used to solve the forward problem. First,
Boundary Element Methods (BEMs) assume that the head consists of a distinct
set of shells where each has a constant and scalar conductivity, e.g. the brain,
skull and scalp. Discontinuous field changes occur at the border of these different
head compartments whereas the field propagation inside shells remains continuous
(conductivities are assumed to be homogeneous and isotropic). The second approach
are Finite Element Methods (FEMs) which are computationally exhaustive. Here,
calculations are based on the distribution of electromagnetic fields over pre-defined
elements inside the volume, i.e. the head. Each of these elements is assigned to
a distinct compartment and possesses individual properties such as conductivity,
permittivity and permeability.

A crucial point for the correctness of the forward calculation is the applied model
of the head. As shown in the Appendix in Equation (Eq.) (A.6) and Eq.(A.5), surface
integrals over boundary surfaces have to be evaluated for a BEM approach. Complete
analytic solutions only exist when the head is assumed to consist of a set of nested
concentric homogeneous spherical or spheroidal shells usually representing brain,
(sometimes also the Cerebrospinal fluid (CSF)), skull and scalp (Munck, 1988). How-
ever, quasi-analytical solutions exist for volume conductors of realistic shape which
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Source dipoles EEG fields MEG fields

+

=

+

=

Figure 2.2.: Forward calculation and source mixing: In the first column modeled dipoles are shown.
A circle indicates the location of each dipole whereas the corresponding line indicates
the dipole moment. In the second column the resulting electric fields and in the third
column the resulting magnetic fields are illustrated. For orientation purposes, a little
triangle indicates the position of the nose. The individual fields due to two sources are
superimposed as shown in the last row (see also Section 2.2.2).

e.g. account for the individual cortex folding. For example, there exist analytical
approximations for realistic head models for EEG and for MEG (Nolte and Dassios,
2005; Nolte, 2003). These analytic expansions are used in this thesis to compute
the so called leadfields for given sensor positions and head geometries. Leadfields
are the solutions of the forward problem and link dipoles at a distinct position
and orientation inside the brain to the corresponding electromagnetic fields at the
measurement sensors (see also Section 2.2.2). As any kind of forward calculations is
quite time consuming even with modern computer hardware, leadfields are usually
pre-calculated as soon as sensor positions and the specific head geometry are known.
Figure 2.2 provides an example of the forward calculation for a single dipole (upper
two rows) and for two dipoles (lower row) both for EEG and MEG. The resulting
sensor level fields are called spatial patterns or scalp topographies in the following.

In case of EEG measurements, caps are chosen that fit the individual head size.
Therefore, and due to the standardized positioning of the EEG electrodes on the
head, which follow the 10-20 system (Klem et al., 1999), the relative positions of the
electrodes are constant and do not depend on individual head sizes. The scenario is
quite different for MEG. Here, the MEG helmet is stiff and, hence, sensor positions
vary with individual head sizes. Furthermore, they depend on the exact position of
the head inside the MEG helmet. As a consequence, the specific head position has to
be captured in each measurement session. In addition to that, the individual head
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geometry obtained by a structural Magnetic Resonance Imaging (MRI) scan has to
be aligned to the MEG sensor positions. To achieve this alignment, characteristic
points at the subject’s nasion and the earlobes, called fiducials, are marked as well in
the MEG as in the MRI recording. This way, the MEG sensor positions can be exactly
determined relative to the subject’s head.

In order to compare modalities, subjects and to perform group statistics, a common
standardized head model for both EEG and MEG is used in this thesis: the nonlinear
symmetric ICBM 2009b (Fonov et al., 2011, 2009). It is based on the average of 152

subjects in the standard coordinate system of the Montreal Neurological Institute
(MNI). This standard head is segmented into different tissue compartments having
different electromagnetic properties such as conductivities. These compartments
are white matter, gray matter, CSF, skull and scalp. Furthermore, the brain is
parceled into non-overlapping and neighboring volume elements called voxels in
the following. A set of voxels is also referred to as a source grid, denoting all
possible locations where a brain source can occur. Different parcellation schemes
are used within this thesis mainly because of computational complexity. Algorithms
introduced in this thesis use the source grid as a search space. Computationally
exhaustive procedures and some simulation are executed on a coarse grid with a
rather large voxel size resulting in fewer number of voxels. In contrast to that, fast
computations can be performed on a finer grid. In principle, finer grids increase
accuracy and are, therefore, preferable.

2.2.2. Source mixing on sensor level

As described in Section 2.2.1, the mapping from brain sources, i.e. equivalent current
dipoles inside the brain, to measurement sensors is uniquely defined by the leadfields.
Source signals are instantaneously mixed into sensors due to the propagation of the
electromagnetic fields. Mathematically, this mixing is expressed as follows: Let’s
consider a spatially discretized brain containing M voxels. For each point in time
t = 1 . . . T, the source signal s = (s1 . . . sM)T ∈ RM×1, with (.)T denoting the matrix
transpose, is linearly superimposed into N sensors x = (x1 . . . xN)

T ∈ RN×1 via the
leadfield matrix1 A ∈ RN×M. This leads to a system of linear equations which is
expressed in matrix form as

x(t) = A s(t) + η(t) (2.1)

with η ∈ RN×1 being an additional noise term. Noise can be generated on sensor
level, e.g. by electric measurement noise such as 50 Hz line noise, as well as on
source level, e.g. by task irrelevant background activity. Furthermore, noise usually
arises due to biological artifacts such as eye blinks or muscle activity. In principle,
noise can be both correlated and uncorrelated.

Eq.(2.1) can be seen as a generative model for EEG and MEG data. Further

1 Depending on the context, e.g. for Blind Source Separation approaches (see Section 2.3.1), the matrix
A is often also called the source mixing matrix.
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formal introductions to the linear mixing model can, for example, be found in
Müller et al. (2003), Parra et al. (2005) and Haufe et al. (2014b). Unfortunately,
Eq.(2.1) is not uniquely solvable for s as it is under-determined or ill-posed. Usually,
there are many more brain voxels than measurement sensors. Common ranges are
2000 < M < 15000 depending on the source grid and 30 < N < 250. Following the
dipolar brain source model, a source at a distinct location can have three different
orientations leading to 3 × M parameters for the source grid. Considering these
numbers, i.e. 3M >> N, the number of unknowns is several magnitudes greater
than the number of equations. Hence, concluding on dipolar brain sources from
EEG or MEG measurements is not uniquely possible without further assumptions.
This problem is called the inverse problem and can be expressed by

s̃(t) = WT x(t) (2.2)

with s̃ being a source estimate and where W ∈ RN×M, depending on the context
called backward model or de-mixing matrix or spatial filter, links the sensor activity
to the sources.

There exist various methods to solve the inverse problem as indicated in Table A.1
in Appendix A.4. In general, one can differentiate between two approaches. Blind
Source Separation (BSS) techniques employ certain statistical assumptions on the
sources s(t) to solve the source reconstruction problem. This can be seen as a purely
data-driven fitting procedure. Other methods make use of the leadfield matrix A

and aim to find solutions such that WT A = IM with IM being the M × M identity
matrix. Some of these approaches are introduced in Section 2.3 and, furthermore,
are refined throughout this thesis with a special focus on connectivity analysis.

2.2.3. The artifact of volume conduction

Brain sources are linearly superimposed into sensors due to volume conduction of
electromagnetic fields. Therefore, time series of EEG/MEG measurement channels
are correlated. Signals in neighboring channels are almost identical as generated by
the same sources but mapped intro sensors with slightly different weights. In terms
of connectivity analysis this problem is called the artifact of volume conduction or
sometimes also field spread or spurious interactions. In fact, volume conduction is a
misnomer as electromagnetic fields also would propagate in vacuum. Furthermore,
volume conduction is not an artifact by itself but leads to misinterpretations in the
context of connectivity analysis. Nevertheless, as the term is widely used in the
literature and, hence, became convention, the nomenclature is also used in this
thesis. Figure 2.3 illustrates the artifact of volume conduction due to source mixing.
It becomes obvious that a statistical relationship between sensor signals does not
necessarily provide information about relationships between the underlying brain
sources (green arrows in Figure 2.3).

The artifact of volume conduction influences the estimation of interactions within
the brain not only on sensor level. A common argument is that after solving the
inverse problem, volume conduction can be neglected because sources are de-mixed.
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Figure 2.3.: Sensor level effects of volume conduction. A single source is mapped into many mea-
surement sensors (red arrows). Hence, the measured signal is a mixture of the true brain
sources. Statistical dependencies between the time series of different sensors reveals only
little about the underlying source interactions (green arrows).

But this is not necessarily the case as previously outlined e.g. by Haufe et al. (2012),
Sekihara and Nagarajan (2013) and demonstrated with two examples in the following
simulation: A single dipole at an arbitrary location with arbitrary moment is modeled
inside the brain. Source dynamics are modeled with an autoregressive (AR) model
as described in Section 4.1 but are of no importance in this case. Source estimates for
each voxel are obtained by a well-established method called eLoreta (see Appendix
A.3 and Pascual-Marqui, 2007a). Figure 2.4 shows a reference voxel indicated by a
black cross and coherence (introduced in Section 2.4.1) as a measure of connectivity
to all other voxels color-coded. Two scenarios are shown demonstrating two types of
artifacts of volume conduction on source level. Please keep in mind that no source
interaction is underlying the data. Figure 2.4.A shows an effect called seed blur. The
region around the reference voxel seems to show coherent activity with respect to
the reference voxel. The inspection of Figure 2.4.B would lead to the interpretation
of an interacting source pair. The reference voxel seems to be synchronized with a
source in the frontal cortex. However, this ghost source is not present in the data
and is solely an artifact of remaining volume conduction effects on source level.

2.2.4. General differences between EEG and MEG

Although sharing data analysis methods, the neurophysiological basis and the
temporal resolution, there exist substantial differences between EEG and MEG. In
fact, both are two completely different recording techniques. First of all, the recording
procedure differs as indicated before: For EEG, electrodes are either glued directly
to the scalp or, more commonly, fitted to pre-defined positions in an elastic cap
scaled according to the subject’s head size. For MEG, subjects are placed under a
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Coherence

A. Seed blur B. Ghost sources

Coherence

Figure 2.4.: Two artifacts of volume conduction for connectivity analysis on source level. In both cases
a reference dipole is shown as a black cross. Coherence of this reference voxel to all other
voxels is color-coded. No source interactions are modeled and all observed interactions are
artifacts. A: Regions around the seed voxel seem to be highly coherent with respect to the
reference voxel. B.: The reference voxel seems to be interacting with a source located a few
centimeters next to it.

stiff helmet in which the measurement sensors are incorporated. Hence, the true
position of the head inside the helmet is unknown and so are the positions of the
measurement sensors relative to the head. Therefore, the position of the head is
recorded at the beginning of an MEG measurement such that the sensor positions
can be aligned to an individual MR image during post-processing. Alternatively, the
MEG sensor positions can be scaled to fit to a standard head model. But either way,
sensor positions have to be recorded.

Furthermore, the measurement sensors differ. In the case of EEG, electrodes
pick up a potential difference with respect to a certain reference. The choice of
reference is not trivial and can lead to additional problems (see e.g. Hagemann
et al., 2001). In contrast to that, MEG is reference free. Superconducting Quantum
Interference Devices (SQUIDs) are used to detect changes in the magnetic flux in a
superconducting environment. SQUIDs are extremely sensitive amplifiers as neural
currents produce particularly small magnetic fields in the order of tens of femto
Teslas (Cohen, 1968).

An additional aspect in the comparison between the two electrophysiological
measurement techniques is that MEG is insensitive for radial sources. Current
dipoles pointing out of the scalp are barely captured by an MEG system due to
cancellation effects of the magnetic fields. In contrast, tangential sources, i.e. sources
oriented parallel to the scalp, produce a magnetic field well measurable with MEG.
From this phenomena one can derive another weakness of MEG: a reduced sensitivity
towards deeper sources. Let’s consider the head shape approximated by a perfect
sphere and a dipolar source at the center of the sphere. This source is necessarily
pointing towards the sphere’s surface and is, therefore, in radial direction. As stated
before, the MEG would not be able to capture this source. Sources in deeper brain
regions are more similar to this central source compared to superficial ones and,
hence, less visible for MEG. The deeper a source, the more ’radial’ and less visible it
becomes. EEG is, in general, sensitive to both radial and tangential dipoles. However,
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the performance of localizing neuronal activity is usually slightly better for MEG
as for example much more measurement sensors can be used. Furthermore, the
propagation of electric fields is much more suppressed by the skull compared to
magnetic fields. Details about the different forward models of EEG and MEG and
the corresponding impact on source localization can be found in Lopes da Silva et al.
(1991). A comparison between EEG and MEG with novel data analysis methods
focusing on the observation of source interactions is contained in thesis (see Sections
3.1.3 and 5.1.2).

2.3. Inverse calculation

An introduction to the inverse problem, i.e. the estimation of neuronal sources from
EEG/MEG recordings, is given in Section 2.2.2. In the following, different particular
solutions and methods are presented in more detail.

2.3.1. Blind Source Separation (BSS): PCA and ICA

Blind Source Separation (BSS) techniques are a family of methods that aim for the
separation of linearly mixed signals without specific information about the source
signals or the mixing process. However, they incorporate assumptions such as spatial
orthogonality or temporal statistical independence to solve the decomposition2

problem. Within this thesis, BSS approaches are used for certain pre-processing
steps. The resulting estimates of the demixed time series or the corresponding
scalp topographies, also called spatial patterns, will not be interpreted as true brain
sources.

Principle Component Analysis (PCA)

One BSS technique is Principle Component Analysis (PCA) that linearly transforms a
set of N variables x(t) = (x1(t) . . . xN(t))

T, i.e. time series in N EEG/MEG measure-
ment channels, into N temporally uncorrelated variables s(t) = (s1(t) . . . sN(t))

T.
The transformation is achieved by spatially orthogonal, so called principal compo-
nents. These can be determined by an eigendecomposition of the covariance matrix
Σ ∈ RN×N estimated from the data. The factorization reads

Σ = QΛQT (2.3)

with Λ ∈ RN×N being a diagonal matrix containing the eigenvalues (Λjj = λj) >
(Λj+1,j+1 = λj+1) on the diagonal in descending order. Q is an orthogonal quadratic
matrix with the j-th column qj being the j-th eigenvector of Σ belonging to the j-th

2 The term inverse calculation is specifically used in the context of brain sources. BSS techniques
are applied in many different fields of data science where the the problem often is referred to as a
decomposition.
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eigenvalue λj. One can interpret the first eigenvector q1 as the principle compo-
nent explaining most of the variance of the data. Then, the component q2 is by
construction orthogonal to q1 and explains second most variance. According to the
PCA transformation, N uncorrelated source times series s(t) with spatial patterns
qj, j = 1 . . . N can be reconstructed via s(t) = QTx(t). However, the orthogonal-
ity assumption of the resulting spatial patterns is not plausible for brain sources.
Hence, PCA is rather rarely used for the estimation of spatial source patterns and
source time series. Within this work, PCA is instead used in order to reduce the
dimensionality of the data.

In addition to the described eigendecomposition, the related Singular Value De-
composition (SVD) can be used to perform a PCA. The SVD is defined by the
decomposition of the either complex or real N × M matrix S with

S = UΓV† (2.4)

where (.)† denotes the complex conjugate transpose. Then, Γ ∈ RN×M is a rectangu-
lar matrix with non-negative real numbers Γjj = γj on the diagonal called singular
values. These are the square roots of the eigenvalues of S†S as well as SS†. U

is a real or complex unitary N × N matrix containing the left singular vectors as
columns. These are equal to the eigenvectors of SS†. The eigendecomposition and
the SVD are formally equivalent if S is a normal and positive semi-definite matrix.
This is, e.g. the case for the quadratic and symmetric covariance matrix. However, in
contrast to the eigendecomposition, the SVD can generally be applied on complex
and non-quadratic matrices which is exploited by methods introduced in Chapter 3.

To reduce the dimensionality of data, a lower dimensional subspace of a second
order statistical moment such as the covariance matrix or the complex cross-spectrum
(see Section 2.4.1) has to be found. Formally expressed, the quadratic N × N matrix
S having rank N has to be approximated by a P × N matrix Ŝ with lower rank
P < N. This problem can be expressed as the constraint minimization

arg min
Ŝ

∥
∥S − Ŝ

∥
∥

F subject to rank(Ŝ) = P. (2.5)

As shown by the Eckart–Young theorem (Eckart and Young, 1936; Stewart, 1993), the
solution of Eq.(2.5) with ‖.‖F being the Frobenius norm is given by the SVD

Ŝ = UΓ̂V† (2.6)

where Γ̂ is the same matrix as Γ in Eq.(2.4) except that Γ̂ only contains the P largest
singular values. The other N − P singular values are set to zero. This implicates
that the first unitary left singular vectors (columns of U) containing the P strongest
components span a P-dimensional subspace of the matrix S. In the literature, this
procedure is also referred to as a truncated SVD.
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Independent component analysis (ICA)

A further widely used blind source separation technique is Independent Component
Analysis (ICA) (see e.g. Hyvärinen, 2013; Stone, 2004). ICA methods decompose
measured data into statistically independent time series. Whereas PCA provides
uncorrelated source signals, this assumption is not sufficient to achieve statistical
independence. How the idea of statistical independence is approximated depends on
the particular realizations of ICA-based methods. One family of methods minimizes
the Gaussianity of the source signals as according to the central limit theorem
the sum of two independent time series is closer to a Gaussian distribution than
a single time series. Hence, these methods imply non-Gaussian distributed data.
A famous method in this context is FastICA which maximizes kurtosis and uses
projection pursuit directions in order to achieve non-Gaussianity (Hyvärinen, 1999).
Further methods are Infomax which parallelizes the projection pursuit approach
(Bell and Sejnowski, 1997) and Joint Approximate Diagonalization of Eigenmatrices
(JADE) exploiting fourth-order cumulants (Cardoso and Souloumiac, 1993). A
slightly different approach to achieve independence of the ICA filtered time series
is implemented in Temporal Decorrelation Source Separation (TdSEP) (Ziehe and
Müller, 1998) and Second-Order Blind Source Identification (SOBI) (Belouchrani et al.,
1997) which are also applicable for Gaussian distributed data. Here, the additional
assumption to uncorrelated signals is that also the delayed versions of signals are
supposed to be uncorrelated. Algorithmically, this leads to joint diagonalization of
multiple cross-correlation matrices obtained by using different time lags t = 0 . . . τ.

Within this work, ICA-filtered data are not interpreted as source data originating
from neural activity, since the aim is to study relationships between the resulting
sources in a consecutive step. Assuming independence in order to reconstruct the
sources contradicts the idea of studying connectivity among them. Nevertheless, this
procedure has been successfully used and reported in several cases. An argument to
do so is the inaccurate nature of the ICA algorithm leading to remaining statistical
dependencies which can be studied (e.g. Astolfi et al., 2007; Makeig et al., 2004).
In this thesis, ICA is used to identify and reject parts of the measured EEG/MEG
data that do not emerge from the brain. As for example eye-blinks, 50 Hz line noise,
muscle or cardiac artifacts are statistically independent from neuronal data, ICA has
become a state-of-the-art tool to clean data in a pre-processing step (Ziehe et al., 2000;
Jung et al., 2000; Escudero et al., 2007; James and Gibson, 2003; Joyce et al., 2004).
Furthermore, ICA is used here to construct independent surrogate data in order to
statistically validate the connectivity measures introduced in this thesis (see Section
3.4).

2.3.2. Beamforming

A famous source reconstruction method, widely used especially for MEG data
analysis, is beamforming. In the literature, beamforming is often referred to as
a spatial filtering technique. The basic concept of beamforming is to determine
filter weights W such that a) a signal emerging in the brain at voxel m is passed
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to the measurement sensors with unit gain and b) the overall power is minimized
(Van Veen et al., 1997). The idea of minimizing the overall power as a boundary
condition originates from the assumption that sources of interest and noise sources
are independent. Hence, passing the signal of interest untouched and minimizing
total power leads to a maximization of the Signal-to-Noise Ratio (SNR).

Mathematically, the idea is realized as follows. Considering the zero mean data
matrix X ∈ RN×T (N: number of measurement channels; T: number of samples
over time), the covariance matrix Σ ∈ RN×N can be estimated by Σ = 〈XXT〉, where
〈.〉 denotes the expectation value which can be approximated by averaging over a
large number of experimental repetitions or trials (Bendat and Piersol, 1971). As
the signals have zero mean, the variance of each measurement channel, encoded on
the diagonal of Σ, is equal to the average power of that channel. Let’s consider a
specific source voxel m and the corresponding leadfield Am ∈ RN×3 for x-, y-, and
z-direction. Then, the spatial filter Wm ∈ RN×3 passing the signal at voxel m with
unit gain and simultaneously minimizing over total source power can be expressed
by

Wm = arg min
Wm

(WT

mΣWm) subject to WT

mAm = I3. (2.7)

In analogy to the derivation in Appendix A.2, Eq.(2.7) can be resolved analytically to

Wm = Σ
−1Am

(

AT

mΣ
−1Am

)−1
(2.8)

and is termed a Linear Constraint Minimum Variance beamformer (LCMV) (Van Veen
et al., 1997; Spencer et al., 1992). The LCMV beamformer as described in Eq.(2.8)
belongs to the class of vector beamformers as a three-dimensional spatial filter is
established per voxel denoting a filter in each unit direction. A dipole moment
still has to be established in order to obtain a single source time series per voxel.
This can be achieved in various ways. Usually, for each voxel a dipole orientation
is chosen such that the signal is strongest, i.e. the direction that maximizes power.
Using an SVD (see Section 2.3.1) of the three-dimensional subspace at each voxel,
two procedures are common to estimate the power: a) taking the largest singular
value corresponding to the dipole direction maximizing power or b) taking the trace
of the matrix Γ in Eq.(2.4), which is the sum of the singular values. This way a source
distribution s̃ ∈ RM×1 is constructed indicating source power per voxel. Instead of
maximizing power, an alternative approach is introduced in this thesis in Section
3.2.4.

Instead of this two-step procedure of spatial filtering with a vector beamformer
and then fixing the dipole moment, a scalar beamformer combines both steps. For
example, another approach is Synthetic Aperture Magnetometry (SAM) introduced
by Vrba and Robinson (2001). There, the dipole moment is chosen within the
estimation of the spatial filter such that the ratio between the source power and a
noise power estimate is maximized. This is in contrast to Anatomically Constraint
Beamforming (ACB), where the moment is fixed such that the dipole is always
orthogonal to the surface of the cortex (Hillebrand and Barnes, 2003).
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As stated above, the idea of beamforming is to pass the signal at voxel m and
minimize the power of all other sources. This approach implicitly requires inde-
pendent, i.e. incoherent (see Section 2.4.1) sources. In case of correlated or coherent
sources the LCMV beamformer apparently fails to suppress and pass identical signal
parts at different locations in the brain which leads to partial cancellation at the
signal of interest (Reddy et al., 1987). A remedy to this problem is the so called
Nulling beamformer (Hui and Leahy, 2006; Dalal et al., 2006; Hui et al., 2010). There,
additional constraints are introduced forcing zero gain at pre-defined interfering
source locations p = 1 . . . P. In scalar form, i.e. considering a fixed dipole direction
at voxel m with the leadfield am ∈ RN×1 and the spatial filter wm ∈ RN×1, these can
be written as

wT

map = 0 for p ∈ {1 . . . P; p 6= m} . (2.9)

To combine the unit gain constraint of the LCMV beamformer as in Eq.(2.7) and
the nulling constraint in Eq.(2.9), a matrix B = [a1 . . . aP] ∈ RN×P can be defined
containing P leadfields for possibly correlated or coherent sources. Furthermore,
a vector fp = [0 . . . 0 1 0 . . . 0]T ∈ RP×1 can be defined containing a one at the p-th
element and zeros elsewhere. Now, the scalar variant of the Nulling beamformer is
given by

wm = arg min
wm

(wT

mΣwm) subject to wT

mB = fT

p . (2.10)

Following the derivation with Lagrange multipliers as demonstrated in Appendix
A.2, the minimization can be solved to be

wm = Σ
−1B

(

BT
Σ
−1B

)−1
fp. (2.11)

Finally, Eq.(2.11) can be evaluated either over all voxels M assuming fixed dipole
directions or 3M times with dipoles in each unit direction.

A variant of LCMV beamforming is Dynamic Imaging of Coherent Sources (DICS)
where the beamforming procedure is performed in the frequency domain (Gross
et al., 2001). Here, not the covariance matrix is used to establish the spatial filter but
the real part of the complex cross-spectrum at a particular frequency (see Section
2.4.1). The real part is used because the mixing of sources into sensors can be
assumed to be instantaneous which is reflected in the real part of the cross-spectrum
as shown in Section 2.4.2. Mathematically, this can be derived by constraining the
resulting filters to be real valued. It can be shown with the same line of arguments
as in the Appendix A.2. In principle, the approach of LCMV beamforming as
introduced above is identical to DICS. Assuming a narrow band filtered signal, both
methods should theoretically lead to the same spatial filter.

2.3.3. Music and Rap Music

Another method capable of estimating brain sources from data measured at the scalp
is Multiple Signal Classification (Music) introduced for EEG/MEG data by Mosher
et al. (1999a). The fundamental idea behind Music is to separate data and noise
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by defining a P ≪ N dimensional low-rank subspace projection of the data in N
measurement channels and an orthogonal noise space. The so called signal subspace
Σ̂ ∈ RN×P is usually spanned by the first P orthonormal principle components
(see Section 2.3.1) of the data’s covariance matrix Σ ∈ RN×N , which itself has full
rank for the noisy EEG/MEG data3. In practice, it is convenient that the subspace
dimension P corresponds to the assumed number of sources. The noise subspace
Σ̂noise, orthogonal to Σ̂, is estimated by the span of the remaining N − P eigenvectors
of Σ. Given the subspaces, a scan over all brain voxels is performed to determine
whether a potential source at grid point m is consistent with the signal subspace Σ̂,
i.e. whether it is included in the data subspace. This consistency can be expressed in
terms of the canonical angle ϑ, determined between Σ̂ and the leadfield am ∈ RN×1

at grid point m (Drmac, 2000). If ϑ is small or even zero, a source at grid point j is
likely to be contained in the data subspace. For given dipole directions, the canonical
or principle angle ϑ is defined as

cos2 ϑ(am, Σ̂) =
aT

mΣ̂
T

Σ̂am

aT
mam

. (2.12)

For unknown dipole directions, the leadfield am can be expressed by

am = Amdm (2.13)

with Am ∈ RN×3 being the leadfield matrix for unit dipole directions in x-, y- and
z- direction and dm ∈ R3×1 being a vector defining the dipole direction at voxel m.
Now, the angle ϑ can be determined by optimizing over dm, expressed by

cos2 ϑ(Am, Σ̂) = arg max
dm

(
dT

mAT
mΣ̂

T
Σ̂Amdm

dT
mAT

mAmdm

)

. (2.14)

Considering the right hand side of Eq.(2.14) as the Rayleigh quotient dT
mEdm

dT
mdm

, the
solution for the maximum of dm is given by the eigenvector corresponding to the
maximum eigenvalue of

E :=
(

AT

mAm

)−1
AT

mΣ̂
T

Σ̂Am. (2.15)

One drawback of the Music algorithm is its failure in the presence of increasing
numbers of sources which leads to several local maxima for a single scan. Especially
in the context of dependent, i.e. correlated or coherent source signals, Music based
estimation does not lead to properly separated sources. In the field of acoustic
signal processing, several improvements have been suggested based on estimating
the sources sequentially (see Oh and Un, 1989; Stoica et al., 1995; Chen and Zhao,

3 In general, a space is defined by the span of vectors. However, for the ease of reading, a matrix will
be referred to as a space or subspace in the following if the column vectors contained in this matrix
span the corresponding space.
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2005). A popular method in the context of EEG/MEG data analysis is Recursively
Applied Multiple Signal Classification (Rap Music) (Mosher and Leahy, 1999). Here,
the strongest source (smallest angle ϑ) found by an initial Music scan is projected
out and the Music scan is repeated. Hereafter, the first and the second strongest
source are projected out and so on. This procedure is repeated for all p = 1 . . . P
sources as follows: Let’s define a matrix B =

[
a1 . . . ap

]
∈ RN×p containing all

p ≤ P previously found dipole patterns as columns. Then, the projection matrix

Q := IN − B
(

BTB
)−1

BT (2.16)

is applied to the leadfields Ap = QAp−1 and Σ̂
p = QΣ̂

p−1, where the superscript
denotes the p-th iteration of the algorithm. Finally, the data subspace Σ̂

p has to
be orthonormalized before a new Music scan with the updated quantities can be
executed. Algorithm 2.1 provides an overview of the Rap Music procedure.

Algorithm 2.1 Rap Music algorithm (Mosher and Leahy, 1999)

1: construct signal subspace Σ̂
0

2: create empty set L
3: for m=1 to M grid points do

4: find ϑm with cos2 ϑm(am, Σ̂
0) = aT

m(Σ̂
0)T

Σ̂
0am

aT
mam

5: end for

6: for p=1 to P do

7: find grid point m̃ with ϑm̃ ≤ ϑj ∀ j = 1 . . . M
8: add grid point m̃ to the set of grid points L
9: B :=

[
a1 . . . ap

]
∀ p ∈ L

10: calculate projection matrix Q = IN − B
(
BTB

)−1
BT

11: apply projection matrix to the leadfields Ap = QAp−1

12: apply projection matrix to the signal subspace Σ̂
p = QΣ̂

p−1

13: orthonormalize the the signal subspace Σ̂
p

14: for m=1 to M grid points do

15: find ϑm with cos2 ϑm(am, Σ̂
p) = aT

m(Σ̂
p)T

Σ̂
pam

aT
mam

16: end for

17: end for

2.3.4. Additional source reconstruction approaches

Next to the different beamforming and Music approaches as introduced in the
previous sections, there exist many more methods to perform EEG/MEG inverse
source reconstruction. A widely-used family of methods are the minimum norm
based estimates. These are not directly applied within this thesis but it is easily
possible to combine them with the novel methodology introduced in Chapter 3. For
example, methods like Exact Low Resolution Brain Electromagnetic Tomography
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(eLoreta) (Pascual-Marqui, 2007a) also determine a spatial filter at each voxel in
the three different unit directions such as a vector beamformer. Therefore, an
introduction to minimum norm based inverse approaches can be found in the
Appendix A.3. Furthermore, Appendix A.4 provides an overview of existing methods
in tabular form. One can observe a large variety of methods, all implying different
assumptions on the data or the noise.

2.4. Connectivity measures

In the following, methods are introduced that evaluate the strength of a linear
relationship between two time series. Specific properties of EEG/MEG signals
are explicitly considered. Measures introduced here form the basis for novel data
analysis techniques introduced in later parts of this thesis.

2.4.1. Cross-spectra and coherency

As stated in Chapter 1, coherence has been identified to be a mechanism of large
scale neuronal communication within the brain (Fries, 2005). Coherence can be seen
as a form of a correlation measure applied in the frequency domain4. However, due
to the oscillatory nature of EEG/MEG signals (see Section 2.1.2), coherence is an
appropriate measure to quantify interactions between large populations of neurons.
It is based on the complex valued cross-spectrum.

Let us consider a univariate time series x̀p ∈ R1×T measured at t = 1 . . . T
sampling points with sampling frequency fs in a measurement channel p. The
Discrete Fourier Transform (DFT) (Jean Baptiste Joseph Fourier, 1822; Oppenheim
et al., 1999) provides an estimate of the spectral or oscillatory content of this signal
by decomposing the signal into a weighted sum of different sinusoidal functions at a
distinct frequency. It is defined as the complex valued quantity

xp( f ) =
T

∑
t=1

x̀pe
−i2π f t
(T+1) =: rp( f )eiφp( f ) (2.17)

where rp denotes the amplitude of an oscillation at a specific frequency f and where
φp denoted the phase. The phase can be seen as the frequency representation of the
time delay of the first zero crossing of a sinusoidal wave at f . Considering a segment
(e.g. an event-related epoch) of measured EEG/MEG data in the pair of sensors p
and q, the cross-spectrum is defined as

Spq( f ) =
〈

xp( f )x∗q( f )
〉

=
〈

rp( f )rq( f )ei(φp( f )−φq( f ))
〉

(2.18)

where (.)∗ denotes complex conjugation. In the following, the matrix S( f ) ∈ CN×N

4 In fact, correlation and the real part of coherency are formally equivalent for narrow band filtered
signals
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will be referred to as the cross-spectrum between all N × N EEG or MEG channel
pairs. It is complex, the real part is symmetric, the imaginary part antisymmetric
and it contains the (real-valued) power for each individual channel on the diagonal.
This can be seen by setting p = q in Eq.(2.18). One can observe from Eq.(2.18)
that the phase difference between signals in two channels at a distinct frequency is
explicitly contained in the exponent and that it is weighted by the single trial signal
amplitudes.
Coherency is now defined as the cross-spectrum normalized over the signal power
in both channels p and q which leads to

Cpq( f ) =
Spq( f )

√

Spp( f )Sqq( f )
=

〈

rp( f )rq( f )ei(φp( f )−φq( f ))
〉

√
〈

r2
p( f )

〉 〈

r2
q( f )

〉 . (2.19)

The aim of the normalization is to focus on the phase difference between two signals
and not on signal amplitudes. Coherency can be seen as a measure for phase dif-
ference consistency over trials which is illustrated in Fig.2.5. If the relative phase,
i.e. phase difference between two signals, is randomly distributed over trials, the
average is close to zero (see Fig.2.5.B). This is in contrast to a relative phase which
is consistent over multiple trials. There, coherency has a value different from zero
(see Fig.2.5.A). This constant phase relation indicates a synchronization between two
signals at a particular frequency or within a band.

Please note that coherency is, analogous to the cross-spectrum, complex-valued.
To prevent any misunderstanding, the complex value defined in Eq.(2.19) will be
denoted as coherency and its absolute value as coherence (length of the black
solid line in Fig.2.5.A). The imaginary part of a quantity, e.g. the cross-spectrum
or coherency, will be denoted as ℑ(.) or alternatively, for the ease of notation, as
(.)I . In contrast to that, the real part is denoted as ℜ(.) or (.)R. Although for
most real-world applications it is appropriate to use coherence as a measure for
synchronization between two time series, the imaginary part of coherency (length of
the red dashed line in Fig.2.5.A) has a special meaning for the analysis of dynamics
between brain regions. This thesis attempts to enhance existing and evolve new
methods for connectivity analysis based upon the concept of the imaginary part of
coherency. The special properties of this quantity will be derived in the following.

2.4.2. The imaginary part of coherency (ImCoh)

As introduced in Section 2.2.2, the signal in an EEG/MEG sensor p can be described
as the linear superposition or mixture of M brain sources s = (s1( f ) . . . sm( f )). In
the frequency domain and for a single channel, this mixture is expressed by

xp( f ) =
M

∑
m=1

apmsm( f ). (2.20)
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Figure 2.5.: Schematic illustration of coherency in the complex plane including the unit circle. Single
trial phase differences are illustrated with small blue dots. The mean is indicated as a big
blue dot. A.: The phase relation is not distributed around the origin and, hence, the mean
is not equal to zero. A synchronization between the two time series is assumed. The mean
of the distribution is a complex quantity and can be decomposed into real (length of green
line) and imaginary part (length of red line). Furthermore, the absolute value of coherency,
termed coherence, is displayed (length of black line). B.: Single trial normalized phase
differences are distributed around zero. All real valued quantities (real part, imaginary
part and absolute value of coherency) are equal or close to zero.

If one assumes an instantaneous mapping from sources to sensors, the mixing
coefficients apm are real valued and the signal phases φp in sensor space are not
distorted with respect to the phases in source space. This can be concluded from
the validity of the quasi-static approximation of the Maxwell equations below 2 kHz,
and is therefore valid in range of EEG/MEG frequencies of interest (see Section 2.1.2
and Plonsey and Heppner, 1967). Additionally, Stinstra and Peters (1998) looked at
EEG and MEG data up to 100 Hz and did not find any phase shifts, i.e. time delays,
in the mapping from sources to sensors. Further assuming only independent, i.e.
non synchronized or interacting sources, and plugging Eq.(2.20) into Eq.(2.18), one
can observe that the cross-spectrum between channels p and q can be written as

Spq( f ) =
M

∑
m=1

M

∑
h=1

apmaqh 〈sm( f )s∗h( f )〉 =
M

∑
m=1

apmaqm 〈sm( f )s∗m( f )〉

=
M

∑
m=1

apmaqm

〈∣
∣sm( f )2

∣
∣
〉
, (2.21)

and is purely real valued. This observation, which is originally presented in Nolte
et al. (2004), implies that independent, i.e. non-synchronous brain sources are
mapped only in the real part of the cross-spectrum. Hence, all significant deviation
from zero of the Imaginary Part of the Cross-Spectrum (ImCs) can be interpreted as
true brain interaction. Another point of view is that zero-phase difference, i.e. instan-
taneous synchronization is neglected or not interpreted as they are confounded by
artifacts of volume conduction (see Section 2.2.3). This line of arguments is also valid
for the Imaginary Part of Coherency (ImCoh) as the normalization in Eq.(2.19) is as
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well real valued. One can also consider the exponent in the equation for coherency
Eq.(2.19): If there is no consistent phase difference between the two signals, the expo-
nent becomes zero, coherency is real valued and, hence, the imaginary part is equal
to zero. In conclusion, ImCs and ImCoh can be considered to be robust to volume
conduction artifacts. On sensor level, these measures are insensitive to mixing effect
and on source level to seed blur and other remaining volume conduction artifacts
originating from mapping data into estimated sources. In Section 3.1, the concept of
the imaginary part of coherency is deepened and expanded.

2.4.3. Additional connectivity approaches

As for the different source reconstruction methods, there exist various methods
to estimate a relationship between different time series. A non-exhaustive list of
methods that have been successfully used in the context of functional connectivity for
EEG and MEG data is provided in Appendix A.5. Additional overviews, comparisons
and evaluations of measures can, for example, be found in Quian Quiroga et al.
(2002), David et al. (2004), Wendling et al. (2009), Wu et al. (2011), Sakkalis (2011),
Greenblatt et al. (2012), Haufe et al. (2012). Some of these existing methods are closely
related to the imaginary part of coherency and the measures that are developed
within this thesis. These relations will be elaborated in Section 3.1.8.

2.5. Statistics

EEG and MEG data are in general empirical and of finite sample size. They are
subject to random fluctuations due to various kinds of noise, e.g. measurement noise
and biological noise. Therefore, appropriate statistics are needed to make serious
inferences about observed effects. This can be achieved by statistical null hypothesis
testing (see e.g. Fisher, 1956; Casella and Berger, 2002): A null hypothesis H0 is
formulated stating that no systematic effect is present in the data. Furthermore, an
alternative hypothesis H1 is formulated stating the contrary. The idea is to assume
the null hypothesis and see if the data provides evidence to reject it. Now, a test
statistic is constructed as a scalar function of the data. Based on this test statistic,
the hypothesis test determines what result of an analysis would lead to a rejection
of the null hypothesis. An example for a test statistic would be the empirical mean
as used in the example below. Furthermore, a pre-defined level of significance or
likelihood α is chosen. A common value is α = 0.05 indicating that the probability
that an observed effect only occurred by chance equals 5% (Stigler, 2008). Finally,
the pre-defined alpha level is compared to a p-value derived from the test statistic.
The p-value is the probability of obtaining a test statistic that is at least as extreme as
the one observed given that the null hypothesis is true. If the p-value is below the
given α-level, i.e. the probability of observing the effect at random is lower than α,
the null hypothesis is rejected and the result is considered as statistically significant.
Otherwise the null hypothesis will be retained. Two types of errors can be made.
The "Type I Error" refers to a rejection of H0 although it is true and "Type II Error"
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refers to an acceptance of H0 although being false.

2.5.1. Parametric testing

To calculate the p-value, certain probability distributions of the test statistic can be
assumed depending on the test statistic and the distribution of the data. Considering
K Gaussian distributed data points x ∼ N (µ, σ2), a common application of hypoth-
esis testing is to ask whether the data’s mean µ is different from a given mean µ0.
Given the null hypothesis µ = µ0, the test statistic

t =
µ̄ − µ0

(σ̄/
√

K)
=

µ̄ − µ0

σ̄mean
(2.22)

with µ̄ being the sample mean, σ̄ the sample standard deviation and σ̄mean the
standard deviation of the mean, follows a Student’s t-distribution. The t-distribution
is a bell shaped curve similar to the Gaussian distribution but with heavier tails. It
includes a single parameter, the degree of freedom which is for this example defined
by ν = K − 1. Now, the integral of Student’s probability density function, known as
cumulative distribution function of the t-distribution f (t, ν), can be used to calculate
the corresponding p-value. The area under the Student’s probability density function
determines the probability that any value of t is smaller than the one calculated from
the data has occurred by chance. This procedure is known as the one-sided T-test
as well as one-sample or one-tailed T-test. For identifying the probability that any t
being at least as extreme as the one calculated to occur by chance, one can evaluate
f (2 |t| , ν). This is termed the two-sided T-test.

Additionally, different hypothesis tests for different distributions of the test statistic
exist. These are for example the Z-test for a Gaussian distribution, the F-Test for a
f-distribution or the Chi-squared-test for a chi-squared distribution. Please note that
according to the central limit theorem, the cumulative distribution function f (t, ∞)
with ν → ∞ approaches the one of a Gaussian distribution and, hence, Z-test and
T-test provide the same p-value. In both cases an α-level of 0.05 corresponds to a
critical value under the distribution curve of tc = 1.96 for a two-sided test. This
implies that every value of the test statistic fulfilling |t| ≥ tc leads to a significant
result.

2.5.2. Bootstrap

The methods for statistical hypothesis testing introduced in the previous section
belong to the family of parametric tests. They assume a certain distribution of the
test statistic and make inferences about the parameters of the distribution. Non-
parametric tests do not make these assumptions. Instead, they aim to estimate the
distribution of the test statistic. One famous method is the bootstrap resampling
procedure (Efron and Tibshirani, 1994), which works as follows: Let’s consider K data
points x = (x1, . . . , xK) from which any test statistic, e.g. the mean or a connectivity
metric, is computed. Now, B so called bootstrap samples x(j) = (x1, . . . , xK), j =
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1 . . . B can be generated by drawing K data points from x with replacement. Hence,
each bootstrap sample x(j) is likely to contain some values of x multiple times
whereas some values of x will not be contained. For each resampling step j = 1 . . . B
the test statistic can be re-calculated providing a distribution for the test statistic
with B bootstrap samples. Denoting the evaluation of the test statistic t(x) of the j-th
bootstrap repetition as t(x(j)), the standard deviation is then given by

σ̂bootstrap =

(

1
B − 1

B

∑
j=1

[

t̄(x(j))− t(x(j))
]2
)1/2

(2.23)

with t̄(x(j)) being the mean of the test statistic over all B bootstrap samples defined
as

t̄(x(j)) =
1
B

B

∑
l=1

t(x(l)). (2.24)

A one-sided empirical p-value can be obtained as follows: Let’s denote the number
of values of the test statistic of all bootstrap samples that are greater or equal to the
one observed from the original data as

r := #
(

t(x(j)) ≥ t(x)
)

∀ j = 1 . . . B (2.25)

with # denoting the number or count. Then, the p-value is given by

p =
r + 1

B
(2.26)

with B being the number of bootstrap runs.

2.5.3. Jackknife

A different resampling technique is jackknife (Quenouille, 1949, 1956; Tukey, 1958).
It represents a linear approximation of bootstrap with usually lower computational
cost (Cameron and Trivedi, 2005). The idea is to leave out each of the K data points
x = (x1, . . . , xK) once and re-calculate the test statistic t(x(j)) on K jackknife samples
x(j) = (x1, . . . , xj−1, xj+1, . . . , xK−1) (for a review see Miller, 1974). With x̄ being the
original sample mean, the jackknife sample mean of the j-th repetition can be written
as

x̄(j) =
1

K − 1

K−1

∑
l=1
l 6=j

xl =
Kx̄ − xj

K − 1
. (2.27)

This can be seen from the derivation
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x̄ =
1
K

K

∑
l=1

xl ⇔ Kx̄ =
K

∑
l=1

xl ⇔ Kx̄ − xj =
K−1

∑
l=1
l 6=j

xl

⇔ Kx̄ − xj

K − 1
=

1
K − 1

K−1

∑
l=1
l 6=j

xl = x̄(j). (2.28)

The jackknife estimate of the standard deviation of the test statistic is defined by

σ̂jackknife =

(

K − 1
K

K

∑
j=1

[

t̄(x(j))− t(x(j))
]2
)1/2

(2.29)

with t̄(x(j)) being the mean of test statistic over all K jackknife samples. If the test
statistic is the mean itself, i.e. t̄(x(j)) = x̄ and t(x(j)) = x̄(j), and using Eq.2.28, the
standard deviation of the mean is given by

σ̂jackknife, mean =

(
K

∑
j=1

(
xj − x̄

)2

(K − 1)K

)1/2

=
σ̄√
K

(2.30)

with σ̄ being the standard deviation of the original sample. Hence, it can be observed
from Eq.(2.30) that the standard deviation estimated by jackknife is underestimated
and has to be corrected by the factor

√
K in order to conclude on the true underlying

standard deviation of the mean. This can also be seen by comparing the bootstrap
estimate in Eq.(2.23) and the jackknife estimate in Eq.(2.29) of the standard deviation.
The jackknife factor is much larger and is used to compensate for the small jackknife
deviation compared to bootstrap. Intuitively, the jackknife samples are more similar
to the original data. The jackknife (or bootstrap) estimate of the standard deviation
can also be employed to conduct any parametric test such as a T-test or Z-test. Then,
p-values and confidence intervals are obtained with a non-parametric estimate of
the standard deviation.

2.5.4. Permutation testing

Considering a two class problem, a suited resampling technique is a permutation test
(Fisher, 1951; Pitman, 1937). In the context of neuroscientific research, a permutation
test is particularly useful if data are recorded in two experimental conditions A and
B, where differences between them are under investigation. The idea is to randomly
re-assign the class labels of data points and to re-calculate the test statistic over a
large number of runs. This way, a distribution of the test statistic is generated given
that the null-hypothesis is true, i.e. class labels are exchangeable because no effect
differentiating the two classes is present in the data. Now, a p-value can be derived
to determine how likely the effect measured with the true class labels has occurred
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by chance. If the original observation value lies in the main body of the distribution,
the observation is likely to have occurred by chance. If the value lies in the tail or
even outside the distribution, it has rarely occurred by chance and a significant result
can be assumed. In analogy to the bootstrap procedure (see Section 2.5.2), a p-value
can be determined by counting how many results of the test statistic t(x(j)) over all
permutation runs j = 1 . . . K are bigger or equal to the originally observed value t(x).
Denoting this number as ζ the p-value in a permutation test is given by

p =
ζ + 1

K
. (2.31)

In this thesis mostly connectivity metrics in the frequency domain will be subject
to statistical analysis. As described in Section 2.4.1, the basis for these measures is the
Discrete Fourier Transform that is calculated from epochs of continuous time series
data. Therefore, these data epochs are treated as single samples which are resampled
according to the non-parametric testing procedures described in the present and
previous sections.

In addition to that, surrogate data testing can be considered as a variant of
permutation testing. It originates from detecting non-linearity in a time series
and was initially introduced by Theiler et al. (1992). Here, surrogate data is not
constructed by shuffling class labels, but by randomly assigning Fourier phases.
However, in Section 3.4 a novel approach will be presented to construct surrogate
data in order to statistically test relations between sensor or source time series. Note
that this approach is not limited to a two class problem. Several surrogate data sets
are constructed under the null hypothesis stating that no interaction is present in the
data. Then, a connectivity measure (e.g. ImCoh being the test statistic) between two
given voxels from the original data can be compared to the connectivity measure for
the same voxel pair from the surrogate data sets. If these are significantly different,
the null hypothesis is rejected and true interaction between this specific voxel pair is
assumed. The p-value can be calculated according to Eq.(2.31).

2.5.5. Correction for multiple comparisons

When testing for a set of statistical inferences simultaneously, the problem of multiple
comparisons arises. By performing many statistical test at once, it becomes much
more likely that a significant result just occurs by chance. In the context of neural
data analysis this is the case as brain activity in many voxels is determined. A
striking example to motivate the use of correction for multiple hypothesis testing
is presented in Bennett et al. (2010). In their "study", the authors found statistically
significant fMRI brain activity in a dead salmon due to non-corrected statistics. In
the context of EEG/MEG connectivity analysis on source level, the problem would
be even more striking if relationships between all pairs of voxels are investigated.
For M brain voxels, the number of tests would be given by

η =
M(M − 1)

2
. (2.32)
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A straight forward solution gives the Bonferroni correction (Bonferroni, 1935;
Dunn, 1961). There, it is suggested to adapt the alpha level by dividing it by the
number of tested hypothesis. For source localization this would be the number of
brain voxels, for source connectivity analysis it would be η as defined in Eq.(2.32).
This procedure corresponds to testing a single hypothesis. Although the Bonferroni
correction is a quite conservative technique, it is widely used among neuroimaging
studies. A different famous approach to correct for multiple comparison is the False
Discovery Rate (FDR) (Benjamini and Hochberg, 1995; Benjamini, 2010). Instead of
reducing the probability of a single false positive discovery as done for the Bonferroni
correction, the FDR aims to control the rate of false discoveries at a given level.

However, due to the statistical testing procedure applied in this thesis a correction
for multiple comparison is implicitly contained in the maximum test statistic. In
principle, only the voxel pair with the maximum test statistic values are compared
with the surrogate data. This will be explained in more details in Section 4.6.2, when
the analysis pipeline and results are demonstrated in a simulation.

2.6. Distance measures

An important point in the context of source localization is how to judge and rate the
results. As indicated in Section 2.3, most methods result in a source distribution. This
means that a value, e.g. representing source power or interaction strength, is assigned
to each brain voxel. In the ideal case, this spatial distribution is sparse and exhibits
a clear maximum. Around this maximum, values decay with distance. Especially
as the underlying source model is dipolar, i.e. point-wise and not distributed (see
Section 2.2.1), the sparser the solution the better. But due to the limited spatial
resolution of EEG and MEG and due to the ill-defined inverse problem, practical
solutions are rather blurred.

One approach to judge the quality of a particular inverse solution with respect
to a modeled dipolar source, is to only consider the maximum of the source dis-
tribution. Defining the location of this maximum as θ = (θx θy θz)T in a three
dimensional Cartesian coordinate system and the location of the modeled dipole
as φ = (φx φy φz)T, a reasonable error measure would be the Euclidean distance
between θ and φ given by

dEUC =

√
√
√
√

3

∑
j=1

(θj − φj)2. (2.33)

However, the Euclidean distance does not account for the spatial extent of the sources.
A measure that does is the Earth Mover’s Distance (EMD), which is in the field of
mathematics also termed Wasserstein metric (Monge, 1781; Rubner et al., 2000). It
has also previously been used in the context of EEG and MEG source localization by
Haufe et al. (2012). Intuitively, two spatial distributions can be seen as two piles of
dirt. Then, the EMD denotes the minimum cost of transforming one pile into the
other. This is algorithmically not trivial to assess especially if the two distributions
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are not equal in size. One approach that has been successfully implemented is
the Hungarian algorithm introduced in Kuhn (1955). In our case, however, not the
similarity of two distributions has to be considered. Here, a source distribution as
a result of a reconstruction technique should be compared to a given location of
a modeled dipole. Let’s denote the distribution as c = (c1 . . . cM)T ∈ RM×1 with
cj being the value of the distribution at the j-th out of M voxels. Furthermore, let
γj = (γjx γjy γjz)

T be the location of the j-th voxel. Now, the EMD between the
distribution and the modeled dipole at the location φ = (φx φy φz)T can be expressed
as

dEMD =
M

∑
k=1

ck

‖c‖1

√
√
√
√

3

∑
l=1

(γkl − φl)2 (2.34)

with ‖.‖1 being the ℓ1-norm, i.e. the sum over all elements in c in this case. Eq. (2.34)
can be seen as a weighted sum of Euclidean distances over all voxels. For a perfect
match, the distance is zero as all coefficients in C would be zero except for the one
voxel where the dipole is modeled. There, the Euclidean distance would be zero,
resulting in dEMD = 0 for this scenario. On the contrary, high values of the source
distribution at distant locations result in a high error. Hence, the EMD is a valuable
error measure for source distributions and modeled dipoles.
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It is the theory which decides

what can be observed.

(Albert Einstein)

In the current chapter data analysis methods that aim at detecting interactions
between brain regions are theoretically introduced. Mainly, four different techniques
are derived that can be used sequentially to finally provide an interaction profile on
source level for given EEG or MEG data (for an overview see Figure 1.4). Furthermore,
additional possible applications of the methods are highlighted.

3.1. Connectivity measures invariant to linear and static

transformations

The imaginary part of coherency (ImCoh) as introduced in Nolte et al. (2004) and
revisited in Section 2.4.2, is a measure that detects phase synchronization between
two time series and is robust to volume conduction artifacts. This robustness indicates
that the ImCoh vanishes for independent sources, even if mixed into sensors or
estimated sources. If the ImCoh or other measures robust to volume conduction
show a significant deviation from zero, this represents a signature of true interaction
which cannot be explained by a mixing artifact. Despite the method’s property
of being robust to artifacts of volume conduction, the interpretation in terms of
brain connectivity is far from trivial. Although a quantity vanishes for independent
sources, the actual value, if non-vanishing, still depends on the mapping of sources
into sensors, i.e. on volume conduction (see Section 2.2.3). For example, if there are
strong mixing artifacts present this will suppress the value of imaginary coherency
on the sensor level leading to a detection of interactions rather between remote
sensors.

If there are not more sources than sensors, the mixing of sources into sensors
corresponds mathematically to a linear transformation which could be inverted if the
exact forward matrix was known (see Section 2.2.2). However, since this assumption
barely ever holds, it seems promising to construct measures which are strictly
invariant under linear spatial, i.e. static, transformations of the data. This invariance
then implies independence of the actual forward model, i.e. the mapping of sources
into sensors. In this section, a general framework for connectivity measures invariant
to linear and static transformation is acquainted. It was initially introduced in Ewald
et al. (2012) and large parts of this section are adopted from the theory presented
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there. In general, there are several ways to achieve such an invariance. The most
simple but not generic form of invariance is achieved by construction. For example,
an algorithm which transforms data to a common average reference, is invariant to
the original reference by construction. In the context of brain interaction, one can
construct a measure invariant to linear transformations by finding spatial weights
for virtual channels in between which the ImCoh is maximized. Any prior linear
transformation would then indeed lead to different weights, but to identical virtual
channels and to an identical ImCoh between them.

Note that this approach has a close formal correspondence to the well-established
Canonical Correlation Analysis (CCA) (Hotelling, 1936) which maximizes the cor-
relation between two multivariate data sets. Like CCA, which yields a canonical
correlation that is independent of the basis in each data space, also the methods
derived in the following are invariant to any linear transformation. However, in
contrast to CCA, the new methods will also allow to measure synchronization within
a single multivariate time series, i.e. the ImCoh of a multivariate time series with
itself. In such a setting, CCA would find only trivial solutions since the correlation
of any signal with itself is always one. However, the imaginary part of the coherency
vanishes for identical univariate signals preventing the new method from converging
to such trivial solutions.

3.1.1. Maximized Imaginary Coherency (MIC)

To see how the imaginary part of coherency can be maximized, let’s consider
two data spaces A and B. These are of dimension NA and NB, respectively, and
can be but do not have to be equal. In the frequency domain, the data can be
formulated as the complex vectors xA( f ) = [x1( f ) . . . xNA

( f )]T ∈ CNA×1 and xB( f ) =

[xNA+1( f ) . . . xNA+NB
( f )]T ∈ CNB×1. The data spaces can have different meanings.

For example, they could denote three dimensional dipole moments at two given
brain voxels A and B. This would result in NA = NB = 3 and each value corresponds
to a distinct dipole direction for each frequency. As a further example, the two data
spaces could denote two different groups of EEG/MEG sensors embraced in A and
B. Then, each entry xj( f ) is the complex Fourier transform of the measured time
signal in the j-th out of the NA or NB sensors.

Combining the data in A and B to x( f ) =
[

xT

A( f ) xT

B( f )
]T

, the complex cross-

spectrum defined in Eq.(2.18) exhibits the block form

S( f ) =
〈

x( f )x†( f )
〉

=






SR
AA( f ) + iSI

AA( f ) SR
AB( f ) + iSI

AB( f )

SR
BA( f ) + iSI

BA( f ) SR
BB( f ) + iSI

BB( f )




 , (3.1)

where (.)† denotes the complex conjugate transpose of a matrix or vector and where
SR denotes the real and SI the imaginary part, respectively. Furthermore, the
subscript indicates which components of the two spaces make up the individual
cross-spectra. For example, SAA denotes the cross-spectrum within data space A, i.e.
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for all components xA( f ). In contrast to that, the matrix SAB ∈ CNA×NB denotes the
cross-spectrum between all components in the data spaces A and B. For the ease of
reading, the dependence on the frequency is omitted in the following. Please keep
in mind that further considerations are valid for a distinct frequency (or averages
over a range of frequencies).

Let us consider a coordinate transformation of the data x with the symmetric
transformation matrix

T =





(
SR

AA

)− 1
2 0NA NB

0NA NB

(
SR

BB

)− 1
2



 (3.2)

where 0NA NB
∈ 0NA×NB is a matrix containing solely zero elements. This leads to the

transformed data y = Tx. Now, the cross-spectrum calculated on the transformed
data is given by

D =
〈

yy†
〉

= TSTT =






INA
+ iDI

AA DR
AB + iDI

AB

DR
BA + iDI

BA INB
+ iDI

BB




 , (3.3)

where

DI
AB =

(

SR
AA

)− 1
2
(

SI
AB

) (

SR
BB

)− 1
2
= ℑ

(〈

yAy†
B

〉)

(3.4)

can be seen as the imaginary part of the cross-spectrum between the two data spaces
A and B under the linear basis transformation T. The basis transformation itself can
be interpreted as a spatial whitening based on the real part of the cross-spectrum.
It removes the real part of the cross-spectrum between all channels within each of
the data spaces. Hence, all non-diagonal elements of SR

AA and SR
BB become zero.

Furthermore, the transformation normalizes the real valued auto-spectra Sjj on the
diagonal to one which leads to SR

AA = INA
and SR

BB = INB
.

Furthermore, let’s consider two virtual channels zA = aTyA and zB = bTyB in
which the whitened data y is linearly combined. The column vectors a ∈ RNA×1

and b ∈ RNB×1 can be interpreted as weights, e.g. for the corresponding EEG/MEG
channels or dipole directions. The aim is now to find weight vectors a and b such
that the ImCoh between the virtual channels is maximized.

The complex coherency between the two virtual channels is, according to Eq.(2.19),
given by

Cz =

〈
zAz†

B

〉

√
〈
zAz†

A

〉 〈
zBz†

B

〉 =
aT
〈
yAy†

B

〉
b

√
(
aT
〈
yAy†

A

〉
a
) (

bT
〈
yBy†

B

〉
b
) . (3.5)

As the aim is to maximize the imaginary part of coherency as a connectivity measure
robust to volume conduction, let’s take a closer look at the imaginary part of the
complex quantity derived in Equation (3.5), i.e. ℑ(Cz). In the nominator one can
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substitute ℑ
(〈

yAy†
B

〉)
= DI

AB according to Eq.(3.4). For the denominator, it follows

aT

〈

yAy†
A

〉

a =
(

aT

(

IA + iDI
AA

)

a
)

= aTIAa + i
(

aTDI
AAa

)

= aTa = ‖a‖2 (3.6)

as aTDI
AAa = 0. This can be concluded from the antisymmetry of DI

AA, i.e. DI
AA =

−(DI
AA)

T. As aTDI
AAa is a scalar quantity, it must be equal to its transpose:

aTDI
AAa

!
= (aTDI

AAa)T

= aT(aTDI
AA)

T

= aT(DI
AA)

Ta

= −aTDI
AAa. (3.7)

However, the relation in Eq.(3.7) only holds for aTDI
AAa = 0. As the derivation in

Eq.(3.6) is true for b, respectively, the imaginary part of coherency between the two
virtual channels can be written as

ℑ(Cz) =
aTDI

ABb
√

‖a‖2‖b‖2
=

aTDI
ABb

‖a‖‖b‖ . (3.8)

The maximization of this term can be achieved either by using Lagrange multipliers
or by setting the partial derivatives with respect to a and b to zero. As shown in the
Appendix A.6, this leads to

DI
ABb = λAa, (3.9)

(DI
AB)

Ta = λBb. (3.10)

with

λ := λA = λB = aTDI
ABb =

aTDI
ABb

‖a‖‖b‖ . (3.11)

Finally, one can combine Equations (3.9) and (3.10), e.g. by solving Eq.(3.9) for a and
plugging it into Eq.(3.10). This leads to the eigenvalue equations

(DI
AB)

TDI
ABb = λ2b (3.12)

DI
AB(D

I
AB)

Ta = λ2a. (3.13)

Hence, the eigenvectors belonging to the largest eigenvalues of (DI
AB)

TDI
AB and

DI
AB(D

I
AB)

T determine the weights a and b that maximize the imaginary part of
coherency between the two virtual channels zA and zB of the initially given data
x. The maximized imaginary part of coherency itself is determined by the largest
eigenvalue and can be used to study the synchronization between multivariate series.
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This quantity, defined as

MIC := max (ℑ(Cz)) = |λ1| , (3.14)

will be termed Maximized Imaginary Coherency (MIC).

Please keep in mind, that all quantities are frequency dependent and weights have
to be determined for each frequency or frequency band separately. As an additional
remark, the sign of MIC is, without prior assumptions, a matter of convention: the
transformation a → −a or b → −b leads to λ → −λ.

3.1.2. Multivariate Interaction Measure (MIM)

In principle, not only the largest but all eigenvalues can be studied as meaningful
measures of brain interaction invariant to linear transformations as will be shown
formally in Section 3.1.5. The question is how to choose or combine them. In the
following, an interaction measure is proposed based on the sum of all eigenvalues.
This sum is a measure of total interaction between two subspaces. It does not
require the actual calculation of the eigenvalues and some statistical properties can
be calculated analytically as will be shown below.

From Eq.(3.12) and (3.13) one can observe that the calculated eigenvectors diago-
nalize the matrix DI

AB. Let UA = (u1A
. . . uNA

) be the orthogonal matrix containing
the eigenvectors of DI

AB(D
I
AB)

T, denoted as u1A
, . . . , uNA

, as columns. Furthermore,
let UB = (u1B

. . . uNB
) be the matrix containing the eigenvectors of (DI

AB)
TDI

AB

accordingly. From Eq.(3.9) it follows that

DI
ABUB = UAΛ

UT

ADI
ABUB = Λ (3.15)

where Λ is a diagonal matrix containing all eigenvalues. As stated above, the idea
is to combine all eigenvalues to define a synchronization measure between the two
spaces. Here, it is proposed to sum the squares of all eigenvalues. This measure,
denoted as the Multivariate Interaction Measure (MIM), can also be expressed in
terms of the trace of (DI

AB)(D
I
AB)

T. Recalling the initial variables from Eq.(3.4),
using the symmetry of SR and using tr(EF) = tr(FE) for two arbitrary matrices E
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and F, the MIM between subspaces A and B is defined as

MIMAB = tr
[

(DI
AB)(D

I
AB)

T

]

= tr

[
(

SR
AA

)− 1
2
(

SI
AB

) (

SR
BB

)− 1
2

((

SR
AA

)− 1
2
(

SI
AB

) (

SR
BB

)− 1
2

)T
]

= tr

[
(

SR
AA

)− 1
2
(

SI
AB

) (

SR
BB

)− 1
2

((

SR
BB

)− 1
2

)T (

SI
AB

)T
((

SR
AA

)− 1
2

)T
]

= tr

[
(

SR
AA

)− 1
2
(

SI
AB

) (

SR
BB

)−1 (

SI
AB

)T
((

SR
AA

)− 1
2

)T
]

= tr
[(

SR
AA

)−1
SI

AB

(

SR
BB

)−1 (

SI
AB

)T
]

(3.16)

with tr(.) being the trace of a square matrix. Please note that with Eq.(3.16), the
whole information of connectivity between two subspaces is reduced to a single value
per frequency. This leads to an enormous reduction of information. Furthermore, it
is not necessary to actually compute the eigenvectors or any linear transformation.
The appropriate real and imaginary parts of the cross-spectra can be inserted directly.

One must emphasize that MIMAB is invariant to transformations within each
subspace but not to mixtures between the subspaces. If it had such a property a
non-vanishing MIM could not be interpreted as an interaction between the subspaces
but could also be caused from interactions entirely within one of the subspaces.
Invariance with respect to any linear (and static) transformation of the data can be
considered as a special case by setting A = B and will be dealt with in the next
section.

3.1.3. Global Interaction Measure (GIM)

As an alternative of studying connectivity between two subspaces, one might also
want to investigate connectivity within a single data space, e.g. a complete sensor
data set. This leads to the case of identical subspaces, i.e. A = B, and has to be
treated slightly differently compared to MIM. First, the eigenvalue equations (3.12)
and (3.13) are degenerate which implies that every eigenvalue has two eigenvectors.
Hence, a and b are equal and can be determined by evaluating only one of the two
equations.

For the interaction measure described in Eq.(3.16), each interaction would be
considered twice. Therefore, the factor 1/2 is included within the new measure in
the following. As only a single cross-spectrum S is given, the resulting connectivity
measure for a single data space, termed Global Interaction Measure (GIM), is defined
by

GIM =
1
2

tr

((

SR
)−1

SI
(

SR
)−1 (

SI
)T
)

. (3.17)

In principle, the GIM could be normalized to be in the range [0, 1] by dividing it
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by N/2, with N being the number of channels, since all eigenvalues of
(
SR
)−1

SISR

are bounded between 0 and 1. A similar normalization could be done for MIM.
However, both measures are not normalized because in the present form the results
do not explicitly depend on the number of measurement channels. Sometimes,
for example, channels containing noise are excluded from the analysis. Roughly
speaking, MIM and GIM represent ’total interaction’ rather than ’total interaction
per channel’. This allows a more objective comparison of systems with slightly
different channel numbers. However, as will be demonstrated in Section 4.2.1, the
magnitude of the measures do depend on the subspace sizes if the differences in
channels numbers are large.

For two channels p and q the GIM can be calculated explicitly. In the bivariate
case, the cross-spectrum is given by

Spq =

(

Spp SR
pq + iSI

pq

SR
pq − iSI

pq Sqq

)

(3.18)

and, hence, the inverse of the real part of the cross-spectrum case can be written as

(

SR
pq

)−1
=

1
det(SR

pq)

(

Sqq −SR
pq

−SR
pq Spp

)

(3.19)

with det(.) denoting the determinant. If imaginary and real part of the bivariate
cross-spectrum from Eq.(3.18) are inserted into Eq.(3.17), the matrix multiplication
and the evaluation of the trace and the determinant leads to

GIMpq =
1
2

2Sqq

(

SI
pq

)2
Spp − 2(SR

pq)
2(SI

pq)
2

det(SR
pq)

2

=
(SI

pq)
2

SppSqq − (SR
pq)

2 =
(SI

pq)
2

SppSqq(1 − (SR
pq)

2

SppSqq
)

=

(

CI
pq

)2

1 −
(

CR
pq

)2 (3.20)

where CI
pq denotes the imaginary part of coherency and CR

pq the real part respectively.
This bivariate measure is identical to the one proposed by Pascual-Marqui (2007b).
In Section 3.1.8, relations to this and other measures are elaborated in more detail.
To compare GIMpq with the imaginary part of coherency it is convenient to take the
square root of Eq.(3.20) and to define the Corrected Imaginary Part of Coherency
(cImCoh) as

cImCoh =
CI

pq
√
(

1 −
(

CR
pq

)2
) . (3.21)
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Then, cImCoh2 = GIM and cImCoh is invariant to linear transformations apart from
the sign.

3.1.4. Invariance to linear transformations

The connectivity measures derived in the previous sections exhibit the property to
be invariant to arbitrary linear transformations. As the mapping from sources to
sensors in EEG and MEG recordings is a linear transformation (see Sections 2.2.2
and 2.3), the measures do not depend on how the sources superimpose on the sensor
level provided that this transformation is invertible. Therefore, they can be used
to compare the two measurement modalities EEG and MEG. Theoretically, both
measure the same neurophysiological phenomena but differ in the forward mapping.

To show the invariance property of the MIM, let’s consider the Fourier transforms
of two multivariate time series xA( f ) and xB( f ). Again, for the ease of reading
the dependence on frequency is omitted in the following. An arbitrary linear
transformation of the data in each subspace yields new data x̂A = TAx and x̂B = TBx.
The cross-spectrum in the subspace A for the transformed data now reads

〈

x̂Ax̂†
A

〉

= TA

〈

xAx†
A

〉

TT

A = TASAATT

A (3.22)

and TBSBBTT

B for the xB in subspace B respectively. Furthermore, the cross-spectrum
between the two subspaces including the transformation can be written as

〈

x̂Ax̂†
B

〉

= TA

〈

xAx†
B

〉

TT

B = TASABTT

B . (3.23)

Now, the transformed cross-spectra from Eq.(3.22) can be inserted into the formula
for MIM in Eq.(3.16). Assuming that T is invertible this leads to

MIM = tr
[(

TASR
AATT

A

)−1 (

TASI
ABTT

B

) (

TBSR
BBTT

B

)−1 (

TASI
ABTT

B

)T
]

= tr
[(

SR
AA

)−1
SI

AB

(

SR
BB

)−1 (

SI
AB

)T
]

, (3.24)

which is exactly the same as the measure for the original data in Eq.(3.16).

MIC is as well as MIM, by construction, invariant to arbitrary (invertible) trans-
formations within each subspace. To explicitly show that the invariance property
holds for all of the eigenvalues of Eq.(3.12) and Eq.(3.13), let’s rewrite Eq.(3.12) into
its original form

(

SR
BB

)− 1
2
(

SI
AB

)T (

SR
AA

)−1
SI

AB

(

SR
BB

)− 1
2

a = λa. (3.25)

Now, one can observe that with a being an eigenvector of (DI
AB)

TDI
AB with the
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corresponding eigenvalue λ, the vector

ã =
(

SR
BB

)− 1
2

a (3.26)

fulfills the eigenvalue equation

(

SI
AB

)T (

SR
AA

)−1
SI

AB

(

SR
BB

)−1
ã = λã (3.27)

with the same eigenvalue λ. According to the definition

F :=
(

SI
AB

)T (

SR
AA

)−1
SI

AB

(

SR
BB

)−1
, (3.28)

and by exploiting the antisymmetry of SI
AB, any linear transformation of the initial

data x̂A = TAxA and x̂B = TBxB (see also Section 3.1.4) leads to a transformation of
the matrix F with

F̂ =
(

TASI
ABTB

)T (

TASR
AATA

)−1 (

TASI
ABTB

) (

TBSR
BBTB

)−1

= TB(S
I
AB)

TTAT−1
A (SR

AA)
−1T−1

A TASI
ABTBT−1

B (SR
BB)

−1T−1
B

= TB(S
I
AB)

T(SR
AA)

−1SI
AB(S

R
BB)

−1T−1
B

= TBFT−1
B . (3.29)

This transformation is a similarity transform under which all eigenvalues are invari-
ant. Therefore, the eigenvalues of F̂ and F are identical and a linear transformation
does not change the eigenvalues in Eq.(3.12). The analogous argument applies to the
eigenvalues of DI

AB(D
I
AB)

T.

3.1.5. A general perspective

In order to demonstrate that the eigenvalues in Eq.(3.12) and in Eq.(3.13) are the
complete set of invariants, the problem can be viewed from a slightly different angle.
If one is seeking measures of brain connectivity which vanish for non interacting
sources and are invariant to linear transformations, it follows that all information
must then be contained in the imaginary part of the transformed cross-spectrum.
Without loss of generality, the real part of the transformed cross-spectrum has to
be the identity matrix. First, let’s consider the case in which the subspaces A and
B are identical. A linear transformation to a system where the real part of the
cross-spectrum is the identity matrix is unique up to an arbitrary orthogonal matrix
O which leaves the identity matrix unchanged. Specifically, if S is the original
cross-spectrum (defined in Eq.(3.1) with A = B), then, with T = O(SR)−1/2 and

43



3. Theory

OT = O−1 the transformed cross-spectrum

Ŝ = O(SR)−
1
2 S(SR)−

1
2 O−1 (3.30)

has unit real part for any orthogonal O. Furthermore, for the imaginary part of the
transformed cross-spectrum

ŜI = (SR)−
1
2 SI(SR)−

1
2 , (3.31)

any measure of connectivity g(ŜI) invariant to linear transformations must have the
property

g(ŜI) = g(OŜIO−1) (3.32)

which is fulfilled if g measures an invariant of ŜI under similarity transforms.
A complete set of invariants under similarity transforms is given by the set of all
eigenvalues of a matrix. The (orthogonal) eigenvectors, however, can be set arbitrarily
with an appropriate O. Since a matrix is uniquely determined with the set of all
eigenvalues and eigenvectors, it follows that any measure of connectivity invariant
to linear transformations must be a function of the eigenvalues of g(ŜI).

The discussion for different subspaces A and B is similar. Any measure invariant
to linear transformations can, without loss of generality, be written in a coordinate
system such that the real parts of the cross-spectra in both subspaces are identical to
the unit matrices. This coordinate system is unique up to orthogonal transforma-
tions OA and OB for the subspaces A and B, respectively. Thus, the most general
expression for the between-subspace imaginary part of the cross-spectrum in such a
coordinate system reads

ŜI
AB = OASI

ABOT

B = OASI
ABO−1

B . (3.33)

Writing SI
AB as the singular value decomposition

SI
AB = UΓV† (3.34)

with U and V having orthogonal and normalized columns and Γ being diagonal
with real and positive entries one can observe that

ŜI
AB = ÛΓV̂† (3.35)

with
Û = OAU and V̂ = OBV (3.36)

provides the same singular values as in Eq.(3.34). Again, while the (orthogonal)
basis of the SVD decomposition can be set arbitrarily by choosing OA and OB, all
the singular values are invariant to linear transformations. These singular values are
identical to solutions for λ in (3.12) and (3.13).
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3.1.6. Overfitting

An issue that has to be taken into account within the application of MIC, MIM and
GIM is the problem of overfitting (Everitt, 2006). Simulations demonstrating the
effects of overfitting will be presented in Section 4.2.1. The filters a and b, described
in Section 3.1.1 are calculated such that the imaginary part of coherency between
the two subspaces A and B or within a single space is maximized. However, it
occurs that the spatial filters are not generalizable to new data due to overfitting. To
overcome the problem of overfitting, a reduction of dimensionality before calculating
the spatial filters for each frequency is proposed. Due to the spectral theorem (e.g.
Hawkins, 1975), the frequency-dependent antisymmetric imaginary part of the cross-
spectrum SI ∈ RN×N times its transpose can be decomposed by a singular value
decomposition (see Section 2.3.1) into

SI(SI)T = UΓVT (3.37)

with real singular values on the diagonal of Γ. Now, the cross-spectrum is reduced by
choosing column wise the first P components of the matrix U ∈ RN×N in Eq.(3.37),
such that Ū ∈ RN×P. Finally the complex cross-spectrum is projected onto a lower
dimensional space and separated into real and imaginary part by

S̄ = ŪTSŪ

= S̄RS̄I (3.38)

resulting in S̄R ∈ RP×P.
An alternative approach for the reduction of dimensionality would be to use

spatial filters that extract oscillatory signals as proposed by Nikulin et al. (2011) and
further elaborated by Haufe et al. (2014a).

3.1.7. Bias

The MIM and GIM introduced in Section 3.1.2 and 3.1.3 are positive definite and will
therefore contain a bias towards a positive value for a finite number of averages even
if there is no true interaction. This bias can be calculated approximately under certain
conditions. Let’s assume that the entire signal is a superposition of independent
sources and the cross-spectral matrices are estimated from K independent trials.
Since K is finite, GIM is a stochastic variable, and one can derive an approximation
for the expectation value of GIM, i.e. for 〈GIM〉. Here, the expectation value 〈·〉
denotes averaging over an infinite number of hypothetical repetitions of the entire
experiment. Without loss of generality one can assume that the true cross-spectral
matrix S is proportional to the identity matrix. For independent sources, the off-
diagonal elements become zero and the signal power is contained on the diagonal.
Because the GIM is invariant to linear transformations, one can always transform
any real valued S to the identity matrix without changing the GIM. Hence, with
increasing K, the estimate Ŝ converges to S = IN and (ŜR)−1 ∼ IN . Now, one can
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approximate the bias in leading order of K with

〈GIM〉 = 1
2

〈

tr
[(

ŜR
)−1

ŜI
(

ŜR
)−1 (

ŜI
)T
]〉

≈ 1
2

〈

tr
[

ŜI
(

ŜI
)T
]〉

. (3.39)

Lets denote by xmk the complex signal in channel m at trial k at a distinct frequency.
Writing the imaginary part of the cross-spectrum between channel m and n as

ŜI
mn =

1
2iK ∑

k

(xmkx∗nk − x∗mkxnk), (3.40)

the contribution for each pair of channels with indices m 6= n is given by
〈(

ŜI
mn

)2
〉

= − 1
4K2 ∑

kl

〈(xmkx∗nk − x∗mkxnk)(xmlx
∗
nl − x∗mlxnl)〉

= − 1
2K2 ∑

k

〈

(x2
mk (x∗nk)

2 − |xmk|2|xnk|2
〉

=
1

2K2 ∑
k

〈
|xmk|2

〉 〈
|xnk|2

〉
=

1
2K

. (3.41)

with |.| denoting the absolute value. As Eq.(3.41) describes the bias for a single
channel pair, one has to take all pairs into account. This leads to a complete
approximation of the bias for the GIM obtained from N measurement channels

〈GIM〉 ≈ 1
2

N(N − 1)
1

2K
=

N(N − 1)
4K

=: biasGIM. (3.42)

The measure between different spaces A and B with NA and NB channels, respec-
tively, is only invariant with respect to linear transformations within each subspace.
However, the result also depends on correlations across subspaces, which are for
independent sources induced by mixing artifacts. If such mixing artifacts only exist
within but not across subspaces, which depends on the application, the previous
analysis equally applies for the MIM defined in Eq.(3.16). This leads to

〈MIM〉 ≈ NANB

2K
=: biasMIM (3.43)

It must be emphasized that the results presented above only hold if the trials
are independent of each other. To verify the quality of approximation derived
analytically in this section, a simulation is conducted in Section 4.2.2.

3.1.8. Relation to other work

For a bivariate scenario, the GIM is equivalent to the measure proposed by Pascual-
Marqui (Pascual-Marqui, 2007a), called Lagged Phase Coherence (LPC). In the
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general case, the measure is defined for each frequency by

LPCAB = 1 −

[

det

(

SAA SAB

SBA SBB

)

/det

(

SAA 0NA NB

0NB NA
SBB

)]

[

det

(

SR
AA SR

AB

SR
BA SR

BB

)

/det

(

SR
AA 0NA NB

0NB NA
SR

BB

)] (3.44)

as the connectivity between the two multivariate time series in the subspaces A and
B with det(.) being the determinant. With the definition in Eq.(3.18) and notation
applied above, the LPC can be written in the bivariate case for the two time series p
and q as

LPCpq = 1 −

[

det
(
Spq

)
/det

(

Spp 0

0 Sqq

)]

[

det(SR
pq)/det

(

SR
pp 0

0 SR
qq

)] =
(CI

pq)
2

1 − (CR
pq)

2 (3.45)

which, as shown in the Appendix A.7, is the same result as for GIMpq in Eq.(3.20).
This equivalence, however, holds only for the bivariate case. It is, for example, not
possible to measure an interaction of a space with itself using the LPC because for
A = B some matrices are rank deficient and the measure is ill-defined. It should also
be noted, that this measure is in general invariant to linear transformations within
but not across the subspaces. The fact, that it is still invariant to transformations
across subspaces if the subspaces are one-dimensional is a special property of the
restricted space. Mathematically, it can be traced back to the fact that in this case
SAA and SBB are real valued. In comparison, the MIM proposed in Eq.(3.16) is not
invariant with respect to transformations across subspaces also if these spaces are
one-dimensional. Then the MIM is just the square of standard imaginary coherency.
Rather, invariance is achieved from setting A = B as two-dimensional subspaces and
using the GIM introduced in Eq.(3.17). Although properties of MIM and the LPC are
similar, the measures are not equivalent. It is, for example, not clear how the bias for
the LPC can be calculated analytically.

A second measure is related to the connectivity measures presented in the previous
sections. Vinck et al. (2011) have proposed a nonlinear measure, termed Weighted
Phase Lag Index (WPLI), to solve the problem of mixing distortions. With frequency
dependence still omitted, the authors define the WPLI between two signals at
channels p and q as

WPLIpq =
|〈ℑ(xpx∗q)〉|
〈|ℑ(xpx∗q)|〉

. (3.46)

Please note the difference of order between the expectation value 〈.〉 and the absolute
value |.| in the numerator and the denominator in Eq.(3.46). If one transforms to a
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new coordinate system
(

yp

yq

)

=

(

t11 t12

t21 t22

)

︸ ︷︷ ︸

:=T

(

xp

xq

)

, (3.47)

it is with the definition of coherency in Eq.(2.19) straight-forward to check that

ℑ(ypy∗q) = ℑ((t11xp + t12xq)(t21xp + t22xq)
∗)

= (t11t22 − t12t21)ℑ(xpx∗q)

= det(T)ℑ(xpx∗q) (3.48)

such that |det(T)| cancels in the numerator and denominator of Eq.(3.46) and there-
fore, the WPLI is invariant with respect to linear transformations.

Since Eq.(3.46) describes a nonlinear measure, there is no generally valid relation-
ship between WPLI as a bivariate measure and the GIMpq in Eq.(3.20) and, equiva-
lently, LPCab in Eq.(3.45). However, considering (zero mean) Gaussian distributed
data the statistical properties are determined completely by the cross-spectral matrix
S. Furthermore, due to the invariance property one can, without loss of generality,
transform the cross-spectrum to the form

S =

(

1 iθ

−iθ 1

)

(3.49)

with θ being real valued and being the only parameter. Any measure of connectivity
invariant to linear transformations can only depend on θ and relations between
different measures can be expressed as functions of θ. While

|θ| =
√

GIMpq = |cImCoh| (3.50)

from Eq.(3.20), it is shown in the Appendix A.8 that

WPLI =
2|θ|

1 + θ2 (3.51)

for Gaussian distributed data. As a consequence, for small to moderate connection
strengths, the value of WPLI is about doubled compared to GIM and the measures
are about equal for large connection strengths.

The functional relationship seems to imply that the measures are equally useful
when applied to bivariate data. However, the measures have different statistical
properties which might become very relevant when data are not Gaussian distributed.
The most important difference is that in the denominator of WPLI the signal at
channel p occurs linearly (as a product with the signal at channel q with p 6= q). In
contrast, GIM contains the power in the normalization which consists of the squares
of the signals. Thus, strong but rare outliers occurring independently in the channels
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will affect GIM more than WPLI making the latter particularly robust to outliers
while probably compromising mildly for Gaussian distributed data.

3.2. Self-consistent Music (SC Music)

A common method to estimate sources of brain activity is Rap Music as introduced
in Section 2.3.3. It is based on the Music algorithm and aims to diminish the
methodological issues of Music in the presence of correlated sources. Nevertheless,
Rap Music still exhibits problems in separating non-independent sources as shown
in simulations in Section 4.4. In the following, a novel method is introduced that can
be seen as an improvement over Rap Music with a special focus on interacting brain
sources.

3.2.1. Constructing subspaces

Subspace methods such as Music and Rap Music are based on a low rank approx-
imation of the data space. Most common, the covariance matrix of the data is
decomposed into a noise subspace Σ̂N and a signal subspace Σ̂S as described in
Section 2.3.3. In this thesis, however, the focus lies on the investigation of interacting
sources. Therefore, the imaginary part of the cross-spectrum (ImCs) denoted as SI

is used instead of the covariance matrix. The ImCs serves as a basis for interacting
sources robust to the artifact of volume conduction and, hence, provides trustwor-
thy and complete information for second order statistics. The idea of using the
cross-spectrum as a frequency domain data representation for EEG/MEG source
localization has previously been exploited by DICS beamforming (Gross et al., 2001).
The idea of employing the imaginary part due to its special properties in combination
with Rap Music has previously been published in collaborative work in Avarvand
et al. (2012). A straightforward approach to construct a signal subspace from the
ImCs is to perform a singular value decomposition

SI = UΛVT (3.52)

with the diagonal matrix Λ containing the singular values in descending order and
U containing the corresponding singular vectors as columns. Now, the P singular
vectors belonging to the P largest singular values denoted as Û = (u1 . . . uP) ∈ RN×P

(N: number of measurement channels) span the signal subspace ŜI
S.

An alternative approach is to use the subspace obtained from the maximization of
the imaginary part of coherency which was introduced in Section 3.1.1. Depending
on the particular noise level of the data and the number of measurement channels
N, it is suggested to regularize the ImCs. This can be achieved via

S̃ = S + ρ

(
1
N

tr(S) IN

)

(3.53)

with 1
N tr(S) being the average signal power which is encoded on the diagonal
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elements of the cross-spectrum and ρ being a regularization parameter. A reasonable
choice of ρ would be for example in the range of 0.05 ≤ ρ ≤ 0.2. According to the
theory in Section 3.1.1, the regularized ImCs now can be pre-whitened with

DI = (S̃R)−
1
2 S̃I(S̃R)−

1
2 (3.54)

and decomposed by a singular value decomposition with

DI = UΛVT. (3.55)

Again, the P largest left-singular vectors, i.e. the first P columns of U denoted as
u1 . . . uP can be used to define the signal subspace. These left-singular vectors,
however, have to be projected back to the original data space in correspondence to
the leadfields. This leads to the final vectors

ũj = (S̃R)
1
2 uj ∀ j = 1 . . . P (3.56)

defining the signal subspace in which the imaginary part of coherency is maximized.
In the following the subspace is denoted as

D̂I = [ũ1 . . . ũP] ∈ R
N×P (3.57)

The backprojection in Eq.(3.56) can also be seen as transforming spatial filters into
interpretable patterns as described in Haufe et al. (2014b) and Nikulin et al. (2011).
Using the signal subspace constructed from the orthogonal vectors in Eq.(3.56) has
the practical purpose of detecting interactions which are eventually too weak to be
observed directly due to a low signal-to-noise ratio. A comparison between the two
ways of constructing a subspace based on the ImCs that are described in this section
is given in Section 4.3.

3.2.2. The number of sources

A common problem of subspace methods is how to determine the dimension of the
subspace size P. In the case of Music and Rap Music this number most commonly
coincides with the assumed number of sources and has to be estimated. The general
scenario yields the separation of meaningful information encoded in early axes
obtained from a PCA and remaining trivial axes summarizing all kinds of noise
and inaccuracies. This issue has been largely discussed in the signal processing and
machine learning literature. For example Peres-Neto et al. (2005) provide a good
overview and compare different methods how to determine the number of non-trivial
axes. Furthermore, the problem has also been addressed in the neuroscientific field
of research, e.g. by Hansen et al. (1999) for fMRI data and by Maris (2003), Knösche
et al. (1998) and Sekihara et al. (1999) for EEG and MEG data. All studies concerning
EEG/MEG data suggest a pre-whitening such that the spatial covariance matrix of
the transformed noise matrix is the identity matrix. In the case of the ImCs one
can consider the real part of the cross-spectrum as the spatial noise matrix that is
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transformed to the identity matrix due to Eq.(3.4). Hence, the idea of pre-whitening
is already incorporated when the subspace is constructed by the vectors given by
Eq.(3.56).

One way to visualize the significance of the axes obtained by the SVD, as described
above, is to plot the singular values against their rank order. This is called a scree
plot. In an optimal scenario one should observe a huge drop between the meaningful
and the trivial singular values. Actually, in a noise-free setting all trivial axes would
belong to a singular value equal to zero and meaningful axes would have a singular
value greater than zero. In practice, however, the singular values are decreasing.
An observed drop in the scree plot would serve as a valid cut-off or stopping rule
to conclude on the number of meaningful axes. However, a significant drop is not
always visible for real data even including prewhitening. As proposed by e.g. Maris
(2003) and Peres-Neto et al. (2005), a resampling approach can be used to estimate
the largest trivial singular value. Within this work such a resampling approach is
used in combination with surrogate data. The surrogate data is constructed in a
way such that all data properties are maintained and only interactions, i.e. phase
synchronizations are destroyed. The procedure of constructing this kind of surrogate
data will be described in details in Section 3.4. From these surrogate data bootstrap
estimates of the singular values are generated. To account for outliers, 95% of the
largest singular values out of all bootstrap repetitions is chosen as the cut-off singular
value for the last still meaningful axes. Hence, the number of singular values of
the true data, that is larger than the cut-off value, is interpreted as the number of
interacting sources present in the data. This number then also serves as the subspace
dimension P. Please note that the number of estimated sources and the subspace
dimension do in principle not have to be equivalent. However, due to simplicity and
practical experience this assumption seems to be a good choice. These considerations
will be demonstrated and validated in Sections 4.5 and 5.2.1.

3.2.3. Algorithmic improvements to Rap Music

The subspace methods Music and Rap Music described in Section 2.3.3 are designed
to find source locations for which the forward model coincides well with the signal
subspace. The subspace is constructed from P orthogonal vectors and its dimension
is assumed to be equal to the number of sources. However, the signal subspace is
rank-deficient when sources are perfectly correlated. Then, the subspace is likely
estimated to be too small in order to capture all source activity. This problem can
also arise for a subspace constructed from the ImCs. Remarkably, a subspace con-
structed from the ImCs is always rank deficient when the number of sources is odd.
Due to the antisymmetric nature of the ImCs reflecting pair-wise synchronization,
singular values also occur in pairs. Hence, the application of Rap Music based on a
subspace constructed from the ImCs fails for an odd number of sources. This will be
demonstrated in Section 4.4. As an additional point, the estimation of sources itself
with Music is substantially biased by correlated or coherent sources (Mosher and
Leahy, 1999).

In the following a novel algorithm is introduced based on the idea that the absence
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of all other sources improves localization and, additionally, circumvents the effect of
subspace rank deficiency. The algorithm is termed Self-Consistent Music (SC Music)
and works as follows: Let’s consider P given sources obtained from an initial Rap
Music scan based on a subspace constructed from the ImCs. Now, considering the
strongest source j, the remaining P − 1 sources are projected out leading to a non
rank-deficient subspace. The projection works analogous to the projection executed
for Rap Music as described by Eq.(2.16) in Section 2.3.3. Then, a new Music scan
for source j is executed. This way the location of source j is estimated without the
influence of all other sources. For the following iteration, which considers the second
strongest source j + 1, the updated source location of j leads to a better estimate of
the new subspace by projecting out source j more precise. This procedure is first
repeated for all P sources. Second, the whole scheme is repeated with constantly
updated source locations and subspaces until the estimated locations of all sources
converge. For the implementation used in this thesis, binary convergence cl in the
l-th run is defined as

cl :=







1 if ‖sl−1−sl‖F
‖sl−1+ǫ‖F

< 10−9

0 otherwise,

(3.58)

with sl ∈ RM×P being the estimated source distributions of the P sources and ǫ being
the distance from the number 1.0 to the next largest double-precision number Matlab
can represent, that is ǫ = 2−52. The reason for the presence of ǫ in the denominator
in Eq.(3.58) is numeric stability. Algorithm 3.1 provides an overview of the SC Music
procedure.

Algorithm 3.1 Self-Consistent Music (SC Music)

1: construct signal subspace D̂I
0,0 (see Section 3.2.1)

2: perform Rap Music scan for P sources on D̂I
0,0 (see Algorithm 2.1)

3: l=0

4: repeat

5: l=l+1

6: for j = 1 to P do

7: project out all sources k = 1 . . . P; k 6= j from D̂I
l,j−1 (see Eq.(2.16))

8: Music scan for j on subspace D̂I
l,j

9: Update source location of j
10: end for

11: if (source locations in step l-1) ≈ (source locations in step l) then

12: cl=true
13: else

14: cl=false
15: end if

16: until cl
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3.2.4. SC Music, modified beamforming and MIC

Having determined sources based on the ImCs with SC Music, the question remains
which source is actually interacting with which. For example, a system of four
sources can be composed of two synchronized pairs independent of the respective
other pair. Hence, it is desired to make inferences about the dynamics at source level.
A method well capable of projecting data measured at EEG/MEG sensor level into
source space is beamforming as introduced in Section 2.3.2. However, beamforming
lacks accuracy when sources are dependent. To overcome this limitation, one can
exploit the information gained from SC Music in combination with the MIC (see
Section 3.1.1) in order to estimate optimal dipole directions. This procedure initially
published for Rap Music in collaborative work in Avarvand et al. (2012) is revised in
the following.

Let’s consider B = (b1 . . . bP) ∈ RN×P as the matrix containing the source topogra-
phies, i.e. the forward projections, of the P dipoles found by SC Music. Following
the approach of a Nulling beamformer as introduced in Section 2.3.2, the spatial
filter wp ∈ RN×1 projecting the sensor level frequency domain1 data of N sensors to
the source locations p = 1 . . . P is given by

wp = (SR)−1B
(

BT(SR)−1B
)−1

fp. (3.59)

with fp = [0 . . . 0 1 0 . . . 0]T being a vector that contains a one at the p-th element and
zeros elsewhere (see also Eq.(2.11)). Furthermore, SR ∈ RN×N denotes the real part
of the cross-spectrum which is convenient to use for a frequency domain beamformer.
Hence, the Fourier transformed data X ∈ CN×1 projected to a source location p is
given by

zp = wT

p X ∀ p = 1 . . . P. (3.60)

Please note that it is crucial to use the Nulling beamformer for the sources obtained
with SC Music. As the source activity zp is already known to be coherent to the other
P − 1 sources, the construction of the spatial filter will substantially improve.

For all other M − P source locations on the grid, a LCMV (or DICS) beamformer
solution can be used. Due to prior knowledge these sources are independent of other
sources. In contrast to the P sources found by SC Music, the dipole direction is not
known. Denoting dm ∈ R3×1 as the dipole direction at grid point m, the frequency
domain data at voxel m is given by

zm = dT

mWT

mX ∀ m = 1 . . . M, m 6= p (3.61)

with

Wm = (SR)−1Am

(

AT

m(S
R)−1Am

)−1
(3.62)

being of size N × 3 and Am ∈ RN×3 being the leadfields for dipoles in x-, y- and

1 Frequency dependence is again omitted for notation simplicity.
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z-direction at grid point m.
With the definitions above, the cross-spectrum on source level between a source p

(prior determined by SC Music) and any other source at grid point m is given by
〈

zpz†
m

〉

=
〈

(wT

p X)(dT

mWT

mX)†
〉

= wT

p

〈

XX†
〉

Wmdm = wT

p SWmdm =: Epm (3.63)

with S =
〈
XX†

〉
being the complex cross-spectrum on sensor level. Similarly, one

can write 〈

zpz†
p

〉

= wT

p

〈

XX†
〉

wp = wT

p Swp =: Epp (3.64)

and 〈

zmz†
m

〉

= dT

mWT

m

〈

XX†
〉

Wmdm = dT

mWT

mSWmdm =: Emm. (3.65)

Now, the imaginary part of coherency depending on the dipole direction at grid
point m is given by

CI
pm(dm) =

wT
p SIWmdm

(

wT
p SRwp

) 1
2
(dT

mWT
mSRWmdm)

1
2

=
EI

pm

(ER
pp)

1
2 (ER

mm)
1
2

(3.66)

In order to choose the dipole direction at voxel m that maximizes the imaginary
part of coherency, one can evaluate the derivative of Eq.(3.66) and set it to zero. As
shown in the Appendix A.9 this leads to

∂CI
pm

∂dm
=

∂EI
pm

∂dm

(ER
pp)

1
2 (ER

mm)
1
2

− 1
2

ER
pp

(EI
pm)

1
2 (ER

mm)
3
2

∂ER
mm

∂dm

!
= 0. (3.67)

Finally, resolving for dm results in

dm =
(

WT

mSRWm

)−1
WT

mSIwp (3.68)

which is the dipole direction at grid point m that maximizes the ImCoh between a
source found by SC Music at grid point p and the respective source at grid point m.
Iterating over the whole grid with M voxels provides a picture of which sources are
interacting with the source at grid point p. Pleas note that Eq.(3.68) can be seen as a
special case of the MIC on source level incorporating Nulling and DICS beamformer
solutions.

3.3. Wedge Music (WM)

In the previous section a method was presented to investigate the relationship be-
tween a given source and all other potential sources in the brain. The dipole direction
is optimized for the whole brain such that the ImCoh between the given source and
all other sources is maximized. This procedure, however, is not well applicable if
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a difference in experimental conditions shall be examined. A standard approach
in neuroscientific research is to contrast data recorded in two or more different
conditions or classes. This way, a certain effect of interest can be exposed without
taking common background activity into account. In the case of exploring differences
in interactions of two classes, the ImCoh is not a suitable technique. Considering the
definition of coherency in Eq.(2.19), power is given in the denominator as a normal-
ization of the cross-spectrum. Hence, ImCoh itself also depends on non-interacting
sources and, therefore, the interpretation, of differences of ImCoh between different
conditions may be misleading. In general, it is possible that such a difference is
caused by effects which are not related to the interaction. To solve this issue, a
novel approach called Wedge Music (WM), which has recently been published in
Ewald et al. (2014), is presented in the following. The main idea behind Wedge
Music is to estimate the contribution of two sources at distinct locations inside the
brain to the imaginary part of the cross-spectrum (ImCs) only and to quantify this
contribution properly. In contrast to ImCoh, independent sources have no systematic
effect on ImCs and any difference between two ImCs must be due to a difference of
the interacting system.

3.3.1. Contribution of two sources to the ImCs

As Wedge Music quantifies how much an interaction between two sources at specific
voxels k and j inside the brain contributes to the ImCs, it is first derived how a
synchronization of two single sources is reflected in the ImCs. Let’s consider two
brain source time series transformed in the frequency domain y = (y1 y2)T ∈ C2×1.
These are mapped into sensor space according to the linear source mixing model
by their respective topographies via x = Ty with T = (t1, t2) ∈ RN×2. The source
topographies t1 ∈ RN×1 and t2 ∈ RN×1 depend on the leadfields of the particular
brain voxels k and j and the dipole moments, i.e. orientations, as will be described in
more detail in the following. Now, the cross-spectrum, introduced in Eq.(2.18), reads

Sx =
〈

xx†
〉

=
〈

(Ty)(Ty)†
〉

= T
〈

yy†
〉

T† = TSyTT. (3.69)

As the topographies included in T are real-valued quantities, one can use the matrix
transpose (.)T here. In this bivariate scenario, the imaginary part of the cross-spectrum
on source level ℑ(Sy) only depends on a single number a due to its antisymmetric
nature and can be written as

SI
y =

(

0 a

−a 0

)

. (3.70)

Hence, the imaginary part of the cross-spectrum for two sources on sensor level can
be reformulated as
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SI
x = T

(

0 a

−a 0

)

TT =









(0 − t21)a t11a

(0 − t22)a t11a
...

...

(0 − t2N)a t1Na









(t1, t2)
T = a (−t2, t1) (t1, t2)

T

= a
(

−t2tT

1 + t1tT

2

)

= a
(

t1tT

2 − t2tT

1

)

= a(t1 ∧ t2) (3.71)

with ∧ denoting the wedge product or exterior product of the brain source topogra-
phies t1 and t2 (Grassmann, 1844; Clifford, 1878). To quantify the effect of a bivariate
source synchronization on the ImCs, it is reasonable to eliminate noise and to define
a signal subspace in analogy to the Music procedure already described in Section
2.3.3. Again, a low-rank approximation of the ImCs with P dimensions is used
as introduced in Eq.(3.57) in Section 3.2.1. According to Eq.(3.57) it is denoted by
D̂I

P. To evaluate if the synchronization of a pair of brain sources is contained in
the ImCs, one now can subtract the wedge product of the two source topographies
from D̂I

P and evaluate if the matrix D̂I
P loses rank. If a synchronization between

sources at voxels k and j with their respective topographies tk and tj is contained
in D̂I

P, subtracting (tk ∧ tj) from D̂I
P, with the scale of a in Eq.(3.71) absorbed into

these topographies, would lead to a rank decline in the resulting matrix. If no phase
synchronization between sources at voxels k and j would be present in the measured
data, the rank of

ÊP = D̂I
P − (tktT

j − tjt
T

k ) (3.72)

would be unchanged and equal to the rank of D̂I
P. To quantify the change of rank,

one can investigate the product of all singular values of ÊP. If a synchronization
between sources with given topographies is perfectly contained in ÊP, one singular
value will be equal to zero and therefore the whole product. Mathematically, this
approach leads to a function

gk,j =
p

∏
l=1

SVl(ÊP) =
P

∏
l=1

SVl(EP − (tktT

j − tjt
T

k )), (3.73)

where SVl(ÊP) denotes the l-th singular value of the matrix ÊP. Concluding, Eq.
(3.73) describes a function to estimate how much a particular synchronization be-
tween two sources at voxels k and j is contained in measured data or rather the
imaginary part of the cross-spectrum.

As stated before, an individual source topography, e.g. tj depends on the particular
pre-calculated leadfield at the corresponding location Lj ∈ RN×3 (N: number of
measurement channels) and the dipole orientation αj ∈ R3×1 and can be expressed
as

tj = Ljαj. (3.74)
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The dipole moment αj is usually not known which leads to the three different
applications of the proposed methodology as introduced in the following.

3.3.2. Wedge Music Scan

The first approach based on the observation in the previous sections is to optimize
over the dipole moment αj = (αjx αjy αjz)

T describing the dipole strength in each
direction in the three-dimensional Cartesian coordinate space. Assuming a given
topography tk originated from a prior source reconstruction technique at voxel k, e.g.
from SC Music (see Section 3.2), the measure of interaction between two sources at
voxels k and j is defined as

hk,j =
gk,j(0)

minα gk,j(αj)
. (3.75)

Please note that the function g introduced in Eq.(3.73) now depends on the three
dimensional dipole moments that is determined by minimizing g with respect to αj.
The interaction measure h described in Eq.(3.75) quantifies the decrease of rank of the
matrix Êp. The term gk,j(0) in the numerator implies no assumed synchronization
between sources at voxels k and j. In contrast to that, the denominator denotes a
synchronization for the best possible dipole moment at j. Hence, the ratio measures
the strenght of the synchronization between sources a k and j. If it is perfectly
contained in the ImCs, the denominator in Eq.(3.75) will be close to zero, leading to
a large value of h, in fact tending towards infinity.

The measure h defined in Eq.(3.75) can be evaluated over all voxels j = 1 . . . M
which leads to a scan over the entire brain space in order to investigate with
which source another source with topography tk is interacting by means of phase
synchronization robust to volume conduction effects. A source at k is termed a
seed voxel or reference voxel in the following as a scan is executed to determine
an interaction with respect to this reference voxel. Due to the analogy of a brain
scan and the application of subspaces, this method is subjoined to the family of
Music algorithms. Including the wedge product as derived in Eq.(3.71), it is termed
Wedge Music (WM). In particular, this variant with a given reference voxel and the
optimization over the dipole moment is termed a Wedge Music scan.

3.3.3. Scalar Wedge Music

The second possible variant of applying Wedge Music is to determine the interaction
between two given source topographies or two sources with known dipole directions
and locations. These could again be identified by a prior source localization technique.
Consider a given set of brain sources at a certain frequency or frequency band, the
question arises ‘Which source is interacting with which?’ in a bivariate sense. A
conceivable scenario would, for example, be a system consisting of two interacting
source pairs. Here, only the relative strength between the two topographies tk and tj

matters, i.e. if a source with given dipole direction is stronger with respect to the
other. This can be expressed by single number α̂ which leads to a slightly different
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product of singular values

ĝk,j(α̂) =
p

∏
l=1

SVl(Ep − α̂(tktT

j − tjt
T

k )), (3.76)

and, finally, to the interaction measure termed scalar Wedge Music (scWM) that can
be expressed by

ĥk,j =
ĝk,j(0)

minα̂ ĝk,j(α̂)
. (3.77)

3.3.4. Complete Wedge Music

The third variant of Wedge Music works without any prior knowledge or prior
source localization algorithm to obtain reference voxels. On the contrary, a scan over
all pairs of voxels k and j is executed. In this case the dipole orientations αk ∈ R3×1

and βj ∈ R3×1 for both topographies tk = Lkαk and tj = Ljβj are unknown. This
can again be solved with the optimization introduced before. Although intuitively 6
parameters would have to be optimized, namely the dipole strength in x-, y- and
z-direction, the absolute strength of the individual topographies is irrelevant for
the present calculations. Therefore, the optimization can be expressed by only 5
variables, e.g. in polar coordinates. This variation is termed complete Wedge Music
in the following.

3.4. Surrogate data

A suitable approach to statistically test the connectivity measures proposed in
this thesis are resampling methods as introduced in Section 2.5.2. However, as
most measures are positively biased they cannot be tested according to the null
hypothesis stating that a measure is zero in the absence of any interaction. Therefore,
a novel approach is proposed here to test the connectivity measures against the
values obtained from surrogate data. The surrogate data is constructed such that
source interactions present in the data are destroyed but other data properties are
maintained. This will give an estimate of the positive bias of the individual methods.
If a value of a connectivity measure obtained for the real data is significantly
larger than the value obtained from the surrogate data, one can conclude that a
significant interaction is present. The idea of surrogate data has been used before.
For example Theiler et al. (1992) suggested surrogate data to test for non-linearity.
One approach to construct the surrogate data is the random generation of the
phases of the Fourier coefficients of the data. Furthermore, Breakspear et al. (2003)
discussed an alternative based on resampling the wavelet coefficients of the data.
Because randomly generating Fourier phases or wavelet coefficients would destroy
all synchronization in terms of coherency it does not maintain the data properties
with respect to volume conduction. Due to volume conduction, recorded data on
sensor level would still be coherent although no true interaction between sources
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is present. Therefore, a different approach is introduced in the following, initially
published as joint work in Shahbazi et al. (2010).

In order to construct surrogate data from real measured EEG or MEG data where
all phase synchronization between brain sources is destroyed as far as possible, a
three-step procedure is employed that is described in the following.

3.4.1. Statistical independence between neuronal components

As a first step, an ICA (see Section 2.3.1) is used to construct time series that are
minimally dependent. Considering the linear source mixing model introduced in
Section 2.2.2, the time-dependent EEG/MEG data x(t) = (x1(t), . . . , xN(t))

T ∈ RN×1

in N channels can be decomposed into N time series

s(t) = W x(t) (3.78)

where W ∈ RN×N is an estimate of the demixing matrix obtained from the ICA
algorithm. As a particular ICA implementation, TdSEP (see Section 2.3.1) will
be used in the following (Ziehe and Müller, 1998), although in principle all ICA
implementations are conceivable. Some words on practical considerations: To assure
that dependency between components of neuronal activity is minimized it seems
to be reasonable to, again, reduce the dimensionality of the data. Especially, in the
case of many measurement sensors (e.g. N ≈ 250 for MEG) the ICA is more likely
to fail in finding true statistically independent components due to many different
noise components with low power. Here, it is not the aim to identify and separate
noise components but to minimize dependency between brain sources. Therefore, a
dimensionality reduction prior to the ICA helps to focus on dominant brain sources
and, hence, to diminish dependency among them. Reducing the dimensionality can
be achieved by a PCA decomposition of the covariance matrix of the data estimated
by Σ = XXT ∈ RN×N where X ∈ RN×T is the data over all samples T. This gives

Σ = UΛUT, (3.79)

where the first Q columns of U are the Q eigenvectors belonging to the Q largest
eigenvalues. Summarizing these eigenvectors or principle components in the matrix
ÛQ = (u0 . . . uQ) ∈ RN×Q, the ICA decomposition now reads

ŝ(t) = Ŵ ÛT

Qx(t), (3.80)

with the ICA demixing matrix Ŵ being of size Q×Q and ŝ(t) = (ŝ1(t), . . . , ŝQ(t))
T ∈

RQ×1 being the surrogate data in ICA space. Please note that the choice of Q is not
crucial in the present setting in contrast to the reduction of dimensionality for SC
Music or Wedge Music, where the subspace dimension corresponds to the number
of sources that are assumed to be present in the data. As a side effect, a prior PCA
massively reduces the computation time for large data sets in space and time.

As a second useful preprocessing step before the actual ICA decomposition, the
data should be filtered. According to the 1/ f nature of the spectrum of EEG/MEG
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data in a logarithmic scale (see e.g. Pritchard, 1992), low frequency components (e.g.
below 1 Hz) contain much signal power. Therefore, the ICA is heavily confound by
these dominating low frequency components which are not reflecting brain sources
at frequencies of interest. For example, to investigate source activity in the alpha
band (8-13 Hz) a broad range band-pass filter between 4 and 45 Hz seems reasonable.
Using a broad band filter is also a necessary requirement for the TdSEP algorithm
in this scenario. Because TdSEP is based on covariance matrices constructed by
introducing multiple time lags, very narrow filter frequencies would hamper the
identification of statistically independent components with TdSEP.

3.4.2. Shifting data segments

The components ŝ(t) = (ŝ1(t), . . . , ŝQ(t))
T ∈ RQ×1 have been constructed by an ICA

to be statistically independent from each other. However, in practice, independence is
only maximized and the resulting components still exhibit small but non neglectable
relationships. Details depend on the distinct ICA algorithm applied. Therefore, an
additional step is performed to eliminate remaining dependencies. The individual
ICA components are shifted in time with different delays for each component. Please
note that coherency and other connectivity measures are evaluated over many epochs,
i.e. experimental trials. Assuming that these trials are statistically independent, any
dependency between the shifted time series will be removed. In fact, the dependency
is not destroyed but put out of reach for the connectivity measure.

Shifting the k-th out of Q components can be formulated as

s̃j(t) = ŝj (t + (j − 1)τ) (3.81)

with τ being a time delay that is constant for all components. One can observe that
each component j is shifted with a different delay than component k = 1 . . . Q; k 6= j.
An example: If τ = 1 second, which, let’s say, corresponds to the length of one
epoch, the first ICA component will not be shifted, the second by one epoch, the
third by two epochs and so on. As a requirement, the number of epochs η has to
be larger than the number of principle components Q (for τ having the length of a
single epoch). Otherwise the shifting described in Eq.(3.81) would lead to the same
shifting for s̃1 and for s̃η+1.

3.4.3. Backprojection to sensor space

Having established maximally independent time series s̃ = (s̃1(t), . . . , s̃Q(t))
T in

the ICA space, these data has to be projected back to sensor space in order to
obtain a surrogate data representation that can be compared to measured data x.
This is achieved by applying the mixing matrix estimated with the ICA algorithm
Ŵ−1 ∈ RQ×Q (see Section 3.4.1), which leads to

x̃(t) = ÛQ Ŵ−1 s̃(t). (3.82)
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Now, x̃(t) in Eq.(3.82) denotes sensor data assured that all source interaction present
in the real data x(t) has been destroyed or at least minimized.

Comparing the statistical properties of the real data x(t) and the surrogate data
x̃(t), one can observe that mean and variance are preserved. Neither ICA nor
shifting the data epochs influence mean or variance. It might be argued that the
variance of surrogate data is reduced due to rejected N − Q components with the
PCA decomposition. However, as will be shown by investigating singular values of
MEG resting state data in Section 5.2.1, principle components with small singular
values barely contain any signal power. Hence, the power spectrum in each channel
is also retained.
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4. Simulations

All theories are legitimate, no

matter. What matters is what

you do with them.

(Jorge Luis Borges)

A fundamental problem for the development of new methods in the context neurosci-
entific research is the lack of a ground truth. Compared to other signal processing or
machine learning fields such as e.g. acoustics or image analysis, it is difficult to judge
the validity of results. Source reconstruction on EEG or MEG data always leads
to a result. But even with appropriate statistics applied, it is hard to make serious
inferences, especially by employing a novel methodology. Therefore, it is crucial
to evaluate the behavior of new methods in simulations. Here, the ground truth is
known. In the current chapter, different aspects of the methods introduced before
are investigated in various simulations. Furthermore, the results are compared to
existing methods.

4.1. Modeling EEG data with underlying interacting sources

Many of the simulations carried out in the following share constant properties such
as sensor set, head model and leadfields but also the underlying source dynamics.
Therefore, the modeling procedure is described in the following exemplary for four
brain sources consisting of two interacting pairs. Only individual differences in the
modeling procedure will be pointed out in the respective section.

Simulations are treated as EEG recordings with an electrode set of 56 channels
according to the standardized 10-20 system. The standardized MNI head consisting
of 152 averaged brains is used as a head model (Fonov et al., 2011). This MNI brain
is parceled into a continuous grid consisting out of 2113 voxels. Leadfields are
generated as described in Nolte and Dassios (2005). Four different dipolar sources
are modeled inside the brain as depicted in Figure 4.1.A. These are located in a
common plane for illustrative purposes. This way, only a single MRI slice has to be
displayed. The four sources are divided into two pairs. The two sources of each pair
are modeled to be synchronized. The dynamics of a bivariate underlying neuronal
system is constructed according to an autoregressive (AR) model. An AR model at
time point t = 1 . . . T for the data vector x = (x1 . . . xO)

T with O (here O = 2) time
series is defined as

x(t) = A(0) +
ρ−1

∑
j=1

A(j)x(t − j) + η(t) (4.1)
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where the ρ matrices A(j) ∈ RO×O, j = 0 . . . ρ− 1 contain the so called AR coefficients
which primarily determine the behavior of the system. One can observe from Eq.(4.1)
that the values of x(t) depend on past values of x(t), namely x(t − 1) up to the
model order x(t − ρ + 1). Furthermore, the off-diagonal elements of the AR matrices
determine the dependencies between the O different time series included in x.
Additionally, a so called innovation term η(t) ∈ RO×1 is included in the model
which drives the system. In this particular simulation, white Gaussian noise with
zero mean and unit variance is used. Furthermore, for each pair of sources an

AR-model with the following non-zero coefficients is defined: a
(1)
11 = 0.45, a

(1)
22 =

0.45, a
(2)
22 = −0.9, a

(2)
21 = 1, a

(4)
11 = −0.65. From the coefficients one can observe that

a single non-diagonal element is non-zero which indicates a connection between
the two sources. Coefficients have been chosen to achieve a system behavior close
to EEG/MEG signals, i.e. an oscillatory signal with a peak in the alpha range.
Additional noise is modeled on source level as Gaussian white noise for each brain
voxel and projected to the scalp resulting in realistically correlated noise on sensor
level. Please note that the frequency characteristic of the noise does not have an
important impact on the later analysis procedure as the analysis is carried out at
a distinct single frequency or a narrow band. Data and noise were normalized by
their respective power (maximum channel power at peak frequency) and summed
with a fixed signal-to-noise ratio of SNR =

√
10. As well as the AR coefficients,

the SNR is selected such that the modeled data reflect known data properties of
EEG data. Figure 4.1.B shows the imaginary part of coherency between all pairs
of sensors over frequency in a so called butterfly plot. The average noise level of
approximately 0.1 and the value of the ImCoh at the peak frequency at 11 Hz of
approximately 0.3 are in line with what often can be observed in real EEG or MEG
data. Therefore, a reasonable noise level is modeled by applying the parameters
described. The prominent signal peak at 11 Hz is picked as a frequency of interest for
further calculations by an automated selection process based on the GIM (see Section
3.1.3). The GIM is optimized for its signal-to-noise ratio over frequency as follows:
For each frequency bin f a noise level Gn( f ) = 1

2 (GIM( f + δ f ) + GIM( f − δ f )) and
a pseudo-signal Gs( f ) = GIM( f )− Gn( f ) are estimated. Finally, the ratio

Gs( f )

Gn( f )
=

GIM( f )− 1
2 (GIM( f + δ f ) + GIM( f − δ f ))

1
2 (GIM( f + δ f ) + GIM( f − δ f ))

:= G( f ) (4.2)

is computed to identify frequencies with strongly synchronized signals. This measure
G( f ) is also displayed in Subfigure 4.1.B pointing to a strong peak at 11 Hz. δ f is
chosen to be 3 Hz and the frequency with the largest G( f ) in the alpha band (8 − 15
Hz) is selected for further processing.

Figure 4.1.C depicts the connection topography of the underlying neuronal system
at 11 Hz in a so called head-in-head plot. The head-in-head plot shows the ImCoh
for each sensor with respect to all other sensors. The big circle represents the scalp
with the nose on top indicated by a little triangle. Each small circle depicts one
measurement sensor at its respective position on the scalp. Within the little circles
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A. ImCohC.

B. 

Figure 4.1.: Simulated data. A.: Modeled dipoles and their interaction profile. Two synchronized, i.e.
interacting sources in each hemisphere. There exist a connection between sources within
but not across hemispheres. B.: The imaginary part of coherency for all 56 × 56 sensor
pairs and the SNR optimized GIM. C.: The imaginary part of coherency on sensor level at
11 Hz. Each small circle represents the connection (ImCoh) of a particular measurement
channel to all other measurement channels.

the connections to all other sensors are color-coded. For the sake of orientation, a
dot inside a small circle again represents the position of the reference sensor on
the scalp. However, the modeled neuronal sources and their respective dynamics
cannot be clearly recovered by visualizing the ImCoh on sensor level. This example
illustrates even more the need for methods making the transition to source space for
investigating neuronal interactions.

4.2. Properties of MIC, GIM, MIM and cImCoh

In the following, properties of the connectivity measures presented in Section 3.1
such as the Maximized Imaginary Coherency (MIC), the Global Interaction Measure
(GIM), and the Corrected Imaginary Part Of Coherency (cImCoh) are analyzed in
details. Some of the simulations correspond to results presented in Ewald et al.
(2012).

4.2.1. Overfitting and bias

First of all, the effect of overfitting of the GIM, as theoretically described in Section
3.1.6, is demonstrated on simulated white noise. Complex independent and identi-
cally distributed (i.i.d.) Gaussian data were generated for N = 100 channels. These
data then have been projected onto a P−dimensional subspace and cross-spectra
were calculated for a different number of trials, i.e. K = 50, 100, 150, 200. For each
K and P, 100 different data sets were simulated and the Maximized Imaginary
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A. B.

Figure 4.2.: Overfitting of MIC and Bias of GIM. A. The MIC for white noise data for different number
of channels N and trials K. B. The validity of the analytical approximation of the bias for
the GIM.

Coherency (MIC) according to Eq.(3.8) was averaged over these data sets. The results
are shown in Figure 4.2.A. One can observe substantial positive values, especially
for few trials and large subspace dimensions, although no source synchronization is
present in the data.

Related to this is the bias occurring in GIM for finite data sets. An analytic
approximation of the bias has been presented in Section 3.1.7. To test the accuracy
of this approximation, again i.i.d. complex Gaussian noise for K trials for various
number of channels N has been generated. For each K and N, the GIM of 100,000

data sets was averaged. Denoting this average as GIM, the ratio of this average and
the bias approximation biasGIM (defined in Eq.(3.42))

h(K, N) =
GIM

biasGIM
. (4.3)

is presented Figure 4.2.B. Please note that in order to calculate the GIM, the real part
of the cross-spectrum has to be inverted, which becomes singular if the number of
trials is less than half the number of the channels1. Therefore, only results K ≥ N/2
are shown. One can observe that for a reasonable number of trials the approximation
is excellent and approaches the value ’1’. Only for a very few number of trials the
bias is slightly underestimated. One can also observe that for only two channels the
variance of the bias estimate is noticeable even after 100,000 averages.

4.2.2. Comparison of GIM and ImCoh

A further simulation addresses the question how the measures depend on the
forward mapping when there are more sources than sensors. In this case the
forward mapping cannot be inverted by a linear transformation in sensor space
and also the invariant measures presented in Chapter 3.1 will show dependence on

1 For each trial the rank increases by two because the data are complex and both the real and the
imaginary parts of the Fourier transformed data contribute to the real part of the cross-spectrum.
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Figure 4.3.: Dependence on forward mapping of GIM and ImCoh2

forward mapping. The goal of the simulation outlined below, is to analyze how the
connectivity measures vary with varying forward mapping for fixed, but randomly
chosen source configurations. A single data set in source space was constructed as
two pairs of interacting sources, for each pair using a bivariate 4th order AR model
with random parameters. The two bivariate data sets in source space are denoted as
X and Y, respectively, with X and Y being 2 × N matrices for N = 1000 data points.
The data in two-dimensional channel space was constructed according to

Z = γ
AX

‖AX‖ F
+ (1 − γ)

BY

‖BY‖ F
(4.4)

with A and B being random 2 × 2 matrices, ‖.‖F being the Frobenius norm, and γ
being the parameter which controls the relative strength of the two pairs. For each X

and Y, Z was calculated for 50 different random matrices A and B. To calculate the
cross-spectra, the data were divided into 100 trials of 10 data points each, Hanning
windowed, and Fourier transformed. Cross-spectra were calculated at the third (out
of five) frequency bins. For each Z, ImCoh2 and GIM were calculated and for all 50
random forward matrices, the mean and standard deviation of each measure. Finally,
the ratio of standard deviation and mean for each measure was obtained. For each
γ, the ratio was averaged across the 200 different source configurations. The average
is denoted as g(γ).

Results are shown in Figure 4.3. In the case of γ = 0 or γ = 1 only one source
pair is mapped into the sensors and hence, the number of sources is equal to the
number of sensors. In this case GIM, in contrast to ImCoh, shows no variation as
expected. Quite generally, GIM is more robust to varying forward mappings than
ImCoh. However, the advantage is minor if approximately equally strong sources
are mixed, i.e. γ ≈ 0.5.
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4.2.3. Spatial bias of the ImCoh

To compare the ImCoh and the corrected imaginary part of coherency (cImCoh) as
defined in Eq.(3.21), two sources have been modeled according to an AR-model with
additive brain noise as described in Section 4.1. The two sources that are depicted
in Figure 4.4.A were projected to EEG sensor space for N = 56 sensors and ImCoh
and cImCoh were evaluated for each pair of sensors. Figure 4.4.B shows the ImCoh
for each sensor pair over frequency. At the peak at 11 Hz, ImCoh and cImCoh are
visualized as a head-in-head plot in Figure 4.4.C, and Figure 4.4.D respectively. For
illustrative purposes the sensor Cz is magnified.

Comparing the plots for ImCoh and cImCoh, one can observe a spatial bias
towards remote interactions for the ImCoh. In the vicinity of the reference sensor
no interactions are indicated although the modeled sources are quite close to each
other. This spatial bias is diminished in the cImCoh. One can quantify this effect
by summing the distances from the sensor Cz to the two sensors with maximum
and minimum score for cImCoh and ImCoh respectively. For ImCoh this summed
distance is 0.63 cm and for cImCoh it is 0.36 cm. Hence, the cImCoh has a smaller
spatial bias. The mean of the summed distances over all sensors is 0.97 cm for
cImcoh and 1.26 cm for ImCoh.

A second point that can be emphasized with this simulations is the need for source
space connectivity analysis. Even for two single sources, the sensor level representa-
tion does not provide a clear picture about the underlying source connectivity.

4.3. Subspace construction for SC and Wedge Music

In Sections 3.2 and 3.3 methods have been introduced which are based on a subspace
of the imaginary part of the cross-spectrum. Furthermore, two ways of constructing
a suitable subspace have been described in Section 3.2.1. One is based on a singular
value decomposition of the ImCs. The other is based on the maximization of the
imaginary part of coherency (see Section 3.1.1) and includes a prewhitening of the
ImCs. In the following, both are compared.

Two interacting sources, one located in each hemisphere, were modeled as de-
scribed in Section 4.1. The simulation was repeated for a signal-to-noise ratio ranging
from 0.15 to 2 in steps of 0.005 and for both ways of subspace construction. Then, an
SC Music scan for the two sources was executed. The sources were sorted according
to the minimum Euclidean distance between the maximum voxel and the original
modeled dipoles. Finally, the Earth Mover’s Distance (EMD, see Section 2.6) between
each SC Music result and the original dipole was calculated to obtain a localization
error. This error was averaged over the two sources. The same simulation was
performed for Wedge Music.

The results are shown in Figure 4.5. Subfigure A. shows a scatter plot in order to
compare the two approaches of subspace generation for SC Music. One can observe
that especially for larger errors (> 5cm), which occur due to a low SNR, the error
is in most simulation runs smaller for the subspace based on the maximization
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A. B.

D.C.
ImCoh cImCoh

Cz Cz

Figure 4.4.: Comparison of ImCoh and cImCoh. A.: Two modeled dipoles. B.: ImCoh for all pairs
of sensors over frequency. C.: ImCoh as a head-in-head plot at 11 Hz. For each EEG
measurement sensor, the ImCoh to each other sensor is displayed. The ImCoh for electrode
Cz with respect to all other measurement sensors is magnified. D. Same representation for
cImCoh at 11 Hz.

of the ImCoh (MaxImCoh) than for the subspace constructed by a singular value
decomposition of the ImCs (SVD(ImCS)). This is also indicated by the red cross in
Figure 4.5.A, which denotes the average and lies slightly below the diagonal line. The
mean EMD error for all runs was 4.62 cm for SVD(ImCS) and 4.54 cm for MaxImCoh.
Figure 4.5.B shows the smoothed EMD localization error with respect to the SNR for
both ways of subspace generation. Here, one can again see that the error is smaller
for MaxImCoh.

Whereas for SC Music the subspace construction based on MaxImCoh seems
to improve the localization performance, it does not make a difference for Wedge
Music as shown in Figure 4.5.C. The mean EMD error for both ways of subspace
construction was 5.78 cm. A potential reason that the subspace construction rather
matters for SC Music than for Wedge Music, is the optimization included in Wedge
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A. B. C.

Figure 4.5.: Subspace construction for SC and Wedge Music. Two possibilities of constructing subspaces
for SC and Wedge Music are compared for two interacting sources with different levels
of brain noise. One way of subspace construction is based on the maximization of the
ImCoh (MaxImCoh) and the other one on a singular value decomposition of the ImCs
(SVD(ImCs)). Both are described in details in Section 3.2.1. A: Source localization errors in
terms of the Earth Mover’s Distance (EMD) for SC Music are displayed as a scatter plot. B:
The smoothed EMD errors over the SNR C: EMD errors as a scatter plot for Wedge Music.

Music (see Section 3.3.3). As the dipole direction at each voxel is adopted to be most
consistent to the data subspace, the final result seems to be less dependent on the
individual data representation as long as the interacting source pair is still included
in the data space.

Please note that the overall EMD localization error within this simulation is rather
large (around 4 to 6 cm). This, however, is a consequence of using the EMD as an
error measure and of simulating brain noise in a realistic fashion. Since the spatial
source distribution is taken into account by the EMD and EEG/MEG inverse solution
are rather blurry in general, high EMD error terms are likely to occur.

As a consequence arising from the simulation presented above, the subspace
construction based on the maximization of the imaginary part of coherency as
described in Section 3.2.1 will be used for all computations in the following.

4.4. Comparision of Rap and SC Music

SC Music, as introduced in Section 3.2, can be seen as an algorithmic improvement
over Rap Music. The advantages, especially in the context of statistically dependent
sources, have already been pointed out. In following, the drawbacks of Rap Music
are demonstrated in different simulation scenarios. Furthermore, Rap Music and SC
Music are directly compared for identically simulated data.

4.4.1. Visualization of Music source scans

As described in Sections 2.3.3 and 3.2.3, the family of Music source reconstruction
methods including Music, Rap Music and SC Music, determine the principle angle ϑ
between a potential source at a particular voxel and a data subspace. A small angle
ϑ for a grid point can then be interpreted as a source. However, to visualize source
scans, it is more convenient that a high number instead of a low one represents
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a high probability of a source being present at a particular voxel given the data.
Therefore, not the angle itself, but the value

Θ(ϑ) =
1

1 − cos2(ϑ)
(4.5)

is shown for each voxel. Hence, small angles will result in a large number Θ(ϑ).
These can then be overlaid in a transparent fashion over MRI slices to obtain a picture
of source activity inside the brain.

4.4.2. Multiple synchronized source

In the following simulation four dipoles have been modeled. The dynamics of source
interactions are as described in Section 4.1. Figure 4.6 shows the localization results
for Rap Music (Figure 4.6.A) and SC Music (Figure 4.6.B). Although Rap Music is
able to locate the activity of the four sources in the four scans, sources are not being
separated well. In each scan except the fourth scan in the lower right corner, the
modeled EEG activity is located at two spots simultaneously. The picture differs
for SC Music. Here, all four sources are clearly separated in each scan. This is
exactly what is theoretically expected and can also be seen by comparing the EMD
for this example which is 5.33 cm for SC Music and 6.27 cm for Rap Music. As
the localization procedure is influenced by statistically dependent sources at other
locations inside the brain, the improvement of SC Music over Rap Music leads to
clearly distinguishable sources. This can also be seen by evaluating the localization
error in terms of the the Earth Mover’s distance. Figure 4.7.A shows the error for
four randomly chosen dipoles over 500 runs. The error in terms of the EMD is larger
for Rap Music (5.9 cm on average) than for SC Music (5.7 cm on average).

4.4.3. Odd number of sources

The algorithmic advantage of SC Music over Rap Music becomes even more promi-
nent when the number of sources underlying the data is odd. In the present
simulation, three dipolar sources are modeled at locations as shown in Figure 4.7.B.
The two sources in the left hemisphere are modeled according to the AR model de-
scribed in Section 4.1. The third source, located in the right hemisphere, corresponds
to the time series of the first source but delayed by two samples and with additive
noise (SNR=0.9). Figure 4.7.B shows the localization of all three sources with Rap
and SC Music. It is obvious that, in contrast to SC Music, Rap Music is not able
to separate the three sources properly. This is due to the subspace rank deficiency
resulting from an odd number of sources as explained in Section 3.2.3.

4.5. The number of sources

In the present simulation the estimation of the number of sources which is described
in Section 3.2.2 is demonstrated. Two interacting source pairs are modeled as
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A. B.

Rap Music SC Music

Figure 4.6.: Comparison of Rap and SC Music for 4 modeled sources and 4 resulting scans. The
modeled dipoles are shown in blue. The Rap and SC Music scans are color-coded. As
the individual color intensities do not play a role for the present simulation, color bars
are omitted. In contrast to SC Music, Rap Music is not able to separate the synchronized
sources in each scan.

described in Section 4.1. Figure 4.8 shows scree plots for the simulated data. The
singular values of the ImCs are represented as a black solid line in the left panel.
One can observe that the singular values occur in pairs due to the antisymmetric
nature of the ImCs. Furthermore, it becomes clear that they rapidly converge towards
zero as only four data sources are present. However, it is not clearly possible to
distinguish between components with a meaningful signal and noise components
from the resulting scree plot. No clear gap between two pairs of singular values is
visible. It is hard to judge from the scree plot if the underlying number of sources is
two or four or even six. The picture is different in the right panel. There, the singular
values of the ImCs prewhitened according to Eq. (3.54) are shown. One can observe
a clear drop after four singular values which well indicates the number of underlying
sources. However, for real data this drop might not always be visible. Therefore, a
second criteria based on surrogate data is employed to conclude on the number of
sources. In Section 3.4, a method is described how to destroy interactions present in
data but to preserve all other data properties. This is used here to estimate a noise
level for the singular values. The magenta colored curves in Figure 4.8 show the
singular values for the surrogate data, repeatedly calculated in a bootstrap procedure
(see Section 2.5.2). As an ICA algorithm to construct the surrogate data, Tdsep (time
lag values of 1 . . . 100) was used. The time shifting parameter (see Eq. 3.81) was set
to τ = 100 ∗ 5 which corresponds to a time shift of 5 epochs as the length of one
epoch corresponds to 100 data samples. As stated in Section 3.2.1, 95% of the largest
singular value pair in all bootstrap runs is chosen as cut-off rule. This cut-off is
indicated by the horizontal line leading to the correct estimate for the number of
sources on both cases.
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Figure 4.7.: Comparison of Rap and SC Music. A. The mean of the Earth Mover’s Distance over the
localization error of randomly chosen dipole locations and moments. B. A localization
example for three synchronized sources.

4.6. Combining SC and Wedge Music

In the following, the successive application of SC Music and Wedge Music, based on
a subspace constructed by prewhitening the ImCs is demonstrated. Although Wedge
Music can in principle be applied without any prior source localization, practical
considerations suggest the use of an inverse technique to obtain sources first. In a
second step, Wedge Music then determines which of the sources are interacting in
a pair-wise sense. The application of Wedge Music without using a prior source
localization is demonstrated in Section 4.9. The following, examples are based on
data simulated for a single experimental condition. For the investigation of class
differences, please refer to Section 4.8. Furthermore, it is shown in the current section
how statistical inferences concerning the results of the data analysis are made by
employing surrogate data.

4.6.1. SC Music and scalar Wedge Music

In the present simulation the use of scalar Wedge Music in combination with SC
Music is outlined. Again, four dipolar sources were modeled consisting of two
interacting pairs, each in one hemisphere. Figure 4.9.A shows the localization result
obtained from SC Music including the originally modeled dipoles. One can see that
SC Music is able to recover the sources for the simulated data. To investigate which of
the four sources are interacting, scalar Wedge Music is applied for each combination
of the four sources. As an input to Wedge Music, the scalp topographies, i.e. the
forward model of each source is used. Table 4.1 illustrates the results according to
Eq.(3.77) for all source pairs. The actual value and the standard deviations estimated
with a bootstrap estimator are shown. First of all, one can observe that all diagonal
elements are equal to one (and have zero standard deviation). This is in line with
the theory as the optimization over the factor α in Eq.(3.77) cannot not lead to a
rank decline of the subspace of the prewhitened ImCs for identical sources. In the
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Figure 4.8.: Estimation of the number of sources. In the left panel the singular values of the ImCs are
shown as black line. Same representation in the right panel for the ImCs prewhitened
according to Eq.(3.54) are shown. Magenta colored lines denote the singular value obtained
by a bootrap resampling procedure on surrogate data. 95% of the largest singular value
of the surrogate data serves as a noise estimate and, hence, as a cut-off to differentiate
noise from data components. This is indicated by a horizontal line in each plot. Finally, the
vertical line represents the automatically determined number of sources. In both cases it is
correctly estimated.

ideal case, the scalar Wedge Music value for non-interacting sources is expected
to be equal to one, too. However, due to limited data and its stochastic and noisy
nature, the ideal case is only approximated. Nevertheless, values for the source
pairs which are modeled to be synchronized highly differ from the value one, even
accounting for the standard deviation. For example, source 4 and source 1 are found
to be synchronized and source 2 and source 3, which is exactly how dynamics are
modeled.

In an additional simulation the behavior of scalar Wedge Music is tested for
random dipoles. This can also be seen as a test for the positive bias of scalar Wedge
Music. The results are presented as a histogram in Figure 4.9.B. Most of 10, 000 runs
revealed a result equal or close to the value one as expected (see left panel of Figure
4.9.B). In the right panel the factor α is shown which is distributed around zero with
values ranging up to approximately 50.

Table 4.1.: Results of scalar Wedge Music (scalar Wedge Music score ĥij, see Eq.(3.77)) for all source pairs
i, j = 1 . . . 4 and the corresponding standard deviation. The sources and their corresponding
labels are shown in Figure 4.9.A

Source 1 Source 2 Source 3 Source 4

Source 1 1.00 2.10 ± 0.73 1.38 ± 0.55 40.85 ± 8.93

Source 2 2.10 ± 0.73 1.00 25.23 ± 10.68 1.28 ± 0.48

Source 3 1.38 ± 0.55 25.23 ± 10.68 1.00 1.05 ± 0.17

Source 4 40.85 ± 8.93 1.28 ± 0.48 1.05 ± 0.17 1.00

74



4.6. Combining SC and Wedge Music

A. B.

Figure 4.9.: SC Music and scalar Wedge Music. A.: The color coded source distributions obtained by
SC Music and the original modeled dipoles. The results for scalar Wedge Music for these
sources can be found in Table 4.1; B.: Distribution of scalar Wedge Music result h (see
Eq.(3.77)) and factor α (see Eq.(3.75)) for randomly chosen dipoles.

4.6.2. SC Music and a Wedge Music scan

Instead of using scalar Wedge Music, one can also apply a Wedge Music scan to
determine which sources from a prior localization are interacting. One advantage is
a plausibility check. Given e.g. four SC Music sources and using one of them as a
reference, one of the other three sources is supposed to be found by a Wedge Music
scan over all grid points. This effect is also demonstrated in the results presented in
Figure 4.10. Source dynamics and the four dipoles have been modeled as described
in Section 4.1. In the left column of Figure 4.10.A the four sources obtained by SC
Music are shown. Each one of the SC Music sources is then used as a reference
for a Wedge Music scan. One can see that the four color-coded SC Music sources
match the modeled dipoles. Furthermore, the results from each Wedge Music scan
again corresponds to one of the modeled dipoles. It is also observable that the
dynamics of the simulation are correctly revealed: one interacting source pair in each
hemisphere. As indicated before, each source pair shows up twice as each source
serves as a reference for the respective other. Here, source pair #3 and source pair
#4 are identical as well as source pair #1 and source pair #2. In comparison to the
simulation presented in Section 4.6.1 with identical source locations and dynamical
properties, one can also observe the arbitrary order of sources (compare SC Music
sources in Figure 4.10 and Figure 4.9).

Figure 4.10.B and Figure 4.10.C show the statistics for each Wedge Music and SC
Music source. A bootstrap procedure with r = 500 runs was employed to estimate
the distribution of SC Music and Wedge Music sources. As the resulting order of
sources from SC Music is arbitrary, all sources are sorted according to decaying
magnitude of the voxel with the maximum SC Music value in each scan. In order to
make inferences about the statistical significance of an interacting source pair at two
voxels, the result of SC and Wedge Music obtained for the real data at that particular
’maximum’ voxel pair is compared against surrogate data. The surrogate data is

75



4. Simulations

SC Music Wedge Music

#1

#3

#2

#4

A. B.

C.

Figure 4.10.: SC Music and Wedge Music scan. A.: SC Music sources in the left column serve as a
reference for a Wedge Music scan. The Wedge Music result can be found in the right
column. B.: Permutation statistics for all four SC Music sources. Results for the surrogate
data subjected to a bootstrap procedure are colored in red. The vertical line indicates the
SC Music score (see Eq.(4.5)) of the maximum of each source distribution for the original
modeled data which is compared against the surrogate data. The bootstrap results for
the original modeled data are shown in blue C.: Same representation as in B. but for the
Wedge Music scan. For each source the maximum score of the Wedge Music scan (see
Eq.(3.75)) is displayed for the bootstrapped original (blue) and surrogate data (red).

constructed from the modeled data as described in Section 3.4 and preserves all data
properties except underlying interactions. Then, a p-value is constructed by counting
the number of resampling runs from the bootstrapped surrogate data where the
result is larger than the one for the original data (see also Section 2.5). As neither
for SC Music nor for Wedge Music a single value from the surrogate data bootstrap
runs is larger than the original value, each p-value equals 0.002. Please note that a
correction for multiple comparison is implicitly included by employing a maximum
statistic (Holmes et al., 1996; Nichols and Holmes, 2002). This can be seen from the
fact, that not a distribution of a statistic at a particular voxel is obtained. Instead, a
distribution of the maximal voxel statistic over the whole brain volume is calculated.

4.6.3. The influence of a wrong reference source on Wedge Music

An additional simulation is used to evaluate the influence of a mislocated reference
source as an input for a Wedge Music scan. The question is how sensitive Wedge
Music is to a localization error of a prior source reconstruction. Therefore, the
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Figure 4.11.: Sensitivity of Wedge Music scan with respect to a misclocated reference source. The
localization error (Euclidean distance) of a Wedge Music scan for two sources is shown as
a solid line. The transparent areas indicate the standard deviation over 50 runs.

original modeled dipole was used as the reference source and shifted in steps of
0.1 cm in random x-, y- or z-direction. For each shifting step, the whole simulation
was repeated 50 times. Figure 4.11 shows the localization error determined by the
average Euclidean distance between the true source location and the result obtained
by a Wedge Music scan.

The results of the simulation indicate that a mislocated reference source has
almost no impact under approximately 1 centimeter. Exceeding this distance, the
Wedge Music localization error rises linearly. From around 2.5 cm the standard
deviation obtained by the 50 repetitions largely increases. It is clear that no reliable
synchronous source can be found when the reference source is wrong. However, due
to the poor spatial resolution of EEG/MEG measurements, some source signal is
contained not only at a single voxel but also at neighboring ones. Therefore, a slight
mislocation of the reference source does not have a huge impact. Furthermore, one
can observe from the present simulation that the error does not explode even for a
large reference voxel mislocation.

4.7. Combining SC Music, modified beamforming and MIC

The simulation executed for the combination of SC Music and a Wedge Music scan
was repeated in the same fashion for the combination of SC Music a modified nulling
beamformer and MIC. As theoretically introduced in Section 3.2.4, one can use the
sources found by SC Music, first, for a beamformer inverse solution that nulls out
activity at all other source locations. This way, scalp activity can be mapped to source
space bypassing the inaccuracy of a beamformer in the case of dependent source
activity. Second, MIC can be applied in order to scan the brain for coherent activity
with each SC Music source as reference. Similar to Wedge Music, this procedure
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SC Music MIC

#1

#3

#2

#4

A.

C.

B.

Figure 4.12.: SC Music combined with a modified DICS nulling beamformer and MIC. A.: SC Music
sources in the left column are used for nulling beamforming. Furthermore they serve as a
reference source for MIC on source level. The interaction profile of each reference source
obtained by MIC can be found in the right column. B.: Permutation statistics for all four
SC Music sources. The maxima of each source scan for the surrogate data subjected to
a bootstrap procedure are colored in red. The vertical line indicates the maximum SC
Music score for each source for the original modeled data which is compared against the
surrogate data distribution. The bootstrap results for the original modeled data are shown
in blue C.: Same representation as in B. but for MIC (see Eq.(3.14)).

investigates the question with which other source a particular SC Music source is
interacting.

4.7.1. MIC on source level

Four source dipoles are modeled at the same locations as described before and also
the dynamics are modeled in an identical fashion (see Section 4.1). Figure 4.12.A
shows the result of the source localization of SC Music in the left column. First
of all, one can see that SC Music correctly finds the sources as they are modeled.
In the right column of Figure 4.12.A, the result of the MIC in combination with
a DICS and a nulling beamformer is shown with each corresponding SC Music
source as a reference. Hence, each row in Figure 4.12.A forms an interacting source
pair. Clearly, the modeled interactions are revealed by this approach and the correct
source locations are discovered. Although the distribution is more widely spread in
comparison to the results of Wedge Music, source maxima are at the correct spot.
Figures 4.12.B and 4.12.C show statistics for this scenario. Again, the original values
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Figure 4.13.: Comparison of Wedge Music and MIC on source level for a single data class. In the left
panel the localization error in terms of the Euclidean distance and in the right panel in
terms of the the Earth Mover’s distance is shown (see Section 2.6).

for SC Music and MIC are tested against surrogate data containing no source level
data dependencies in a resampling test. Obviously, the results for SC Music are
similar to the ones presented in Section 4.6.2 as the data are modeled in the same
fashion (compare Figure 4.10). In addition to that, the result for the MIC on source
level is also highly significant for this simulated data set.

4.7.2. Comparison to Wedge Music

As shown in Sections 4.6.2 and 4.7.1, both Wedge Music and MIC combined with a
nulling beamformer are capable of uncovering source dynamics from given reference
sources. The question remains if one of the methods outperforms the other. Therefore,
a simulation is conducted with random source locations repeated over 500 runs.
Source dynamics are modeled with an AR model as described in Section 4.1. In
each run data is newly generated and both methods are evaluated. Figure 4.13

shows the mean localization error over the four sources in a scatter plot. In the left
panel, the mean Euclidean distance between each estimated source maximum and
the true source location is shown. One can observe that MIC has a larger error for all
four sources (Wedge Music: 6.69 cm; MIC: 7.06 cm). The same picture is provided
by evaluating the Earth Mover’s Distance (EMD) as the localization error which is
shown in the right panel (Wedge Music: 5.63 cm; MIC: 6.02 cm). By comparing
the examples shown in the previous sections (Figures 4.10.A and 4.12.A), one can
observe that for both methods the source maximum well coincides with the true
modeled sources. However, the spatial distribution obtained by MIC is much larger
than the one for a Wedge Music scan. This is also due to the fact that Wedge Music
values approach infinity for perfectly correlated sources and the MIC is bounded.
As the EMD takes the broadness of the spatial distribution into account it becomes
clear why Wedge Music outperforms MIC in terms of the EMD.
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4. Simulations

4.8. Interacting sources differing between experimental
conditions

In the previous sections, the application of Wedge Music and MIC on source level
is demonstrated in order to estimate which of the sources determined by SC Music
are synchronized. Continuous data have been simulated under the assumption of
stemming from a single controlled experimental condition or consisting out of many
repetitions of such an experimental condition. However, in psychological or neuro-
scientfic research it is common to acquire data from two experimental conditions in
order to investigate the specific difference. Otherwise, data are confounded by back-
ground activity which might hamper the investigation of the activity of interest in
an experiment. Here, the assumption comes into play that common activity cancels
out and only the effect that differs between conditions remains. In the following, the
investigation of class differences by combining SC Music with Wedge Music or the
MIC approach is demonstrated and compared.

4.8.1. Comparing MIC and WM for class differences

In general, it is not trivial to access class differences of interacting sources based
on the imaginary part of coherency (ImCoh). Recalling the definition of coherency
in Eq.(2.19), the cross-spectrum is normalized by power. As the focus of interest
lies on interaction differences between classes and not on power differences, this
normalization might bear difficulties. One can imagine that the coupling between
sources might be consistent, whereas the strength of sources changes. In this case,
the imaginary part of coherency would be significantly different, although the
interaction remains unchanged. In an extreme scenario, only the noise level between
two conditions may change but power and interaction strength stay constant. This
case might also lead to a change of the ImCoh. Hence, measures based on the ImCoh
are not perfectly suited to invest class differences. Taking a theoretical point of view,
coherence calculated from the difference of cross-spectra is meaningless because it is
not bounded and the diagonal elements can even become negative

These issues are avoided by applying Wedge Music. Here, calculations are solely
based on the non-normalized imaginary part of the cross-spectrum. Hence, one can
easily construct ∆ImCs = ImCs1 − ImCs2 and perform all calculations in the same
fashion as for a single data class on ∆ImCs. Furthermore, the same is true for SC
Music.

Figure 4.14 shows the result of a simulation that illustrates the effect of different
noise levels for different conditions. Two data classes were modeled with an identical
interaction profile: two synchronous sources, each one approximately in the motor
cortex in each hemisphere. The source locations are shown by the blue dipoles in
Figure 4.15.A. For the present simulation only the outer two dipoles were present,
i.e. the most left and most right one. Dynamics were simulated using an AR model
as before and as described in Section 4.1. The only difference between the two
data classes was the noise level which differed by a factor of 20. Cross-spectra
were calculated with the same parameters as before for each single class. Then, the
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4.8. Interacting sources differing between experimental conditions

Figure 4.14.: Wedge Music (upper row) and MIC on source level (lower row) for class differences for
two modeled sources. Source 1 is displayed in the left column and source 2 in the right
column. The blue horizontal line indicates the score of the Wedge Music scan (or MIC
respectively) for the maximum of each source scan for the original data. The maximum
scores of Wedge Music and MIC for 500 permutation runs are shown as histograms
colored in red. Interaction strength is modeled to be identical for both classes. Only the
noise level is different. Wedge Music does not find a significant (p<0.05) difference in
interaction between the two classes according to a permutation test. On the contrary,
applying MIC and a permutation test suggests that there exists a difference in interaction
between the two classes.

automated frequency selection procedure based on the GIM as described in Section
4.1 and SC Music were applied on the difference of the individual cross-spectra
∆ImCs = ImCs1 − ImCs2. Finally, both Wedge Music and MIC combined with DICS
and the nulling beamformer have been evaluated using the sources obtained by
SC Music as reference sources. To assess statistical significance, a permutation test
(randomly shuffling class labels of epochs of both classes, see Section 2.5.4) with 500
runs was used embracing the whole procedure starting with the automatic frequency
selection. The results of this permutation test are displayed in Figure 4.14. The upper
row shows the results for Wedge Music applied on the class difference. The value of
Wedge Music for the original class difference lies in the middle of the distribution
of the Wedge Music values for the 500 permutation runs yielding a non-significant
(p>0.05) result. This is correct as the interaction is identical for both simulated data
classes. The situation is different for MIC as shown in the lower row of Figure 4.14.
Although most of the resulting MIC values within the 500 permutation runs are zero
or close to zero, the observed value for the original class difference is larger leading
to a significant result (p<0.05).
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A. B.
SC Music Wedge Music

Figure 4.15.: SC Music and Wedge Music applied on ∆ImCs. A.: Source locations revealed by SC Music
applied on the class difference ∆ImCs = ImCs1 − ImCs2 in the left column. The first class
contains two pairs of synchronized sources, one in each hemisphere. The second class
contains only the pair in the left hemisphere. SC Music correctly uncovers the sources
remaining for the class difference, i.e. the ones in the right hemisphere. Each of the
two sources serve as a reference for a Wedge Music scan (right column). Wedge Music
correctly finds the corresponding interacting sources. The original modeled dipoles are
shown in blue. B.: Results of a permutation test (random shuffling of class labels) for each
Wedge Music source. The blue line indicates the maximum score of the Wedge Music
scan for the true class labels. The scores for the permuted class labels over 500 runs are
shown as a histogram colored in red.

4.8.2. Wedge Music for class differences

In the previous section it has been shown that Wedge Music is conceptually better
suited to investigate interaction differences between two data classes compared to
the MIC. In the following the application of SC Music and Wedge Music on class
differences is demonstrated.

For the first class, four sources were simulated as shown in Figure 4.15.A by the
blue dipoles. Each pair in one hemisphere was modeled to be interacting according
to an AR model as described in Section 4.1. For the second class, only the source pair
in the left hemisphere was present. The source locations were exactly the same as for
the first data class. SC Music and Wedge Music were performed for two sources on
the difference of the imaginary part of coherency ∆ImCs = ImCs1 − ImCs2. The left
column of Figure 4.15.A shows the result of SC Music. The source maxima revealed
by SC Music served as a reference for a Wedge Music scan. The results for the Wedge
Music scan are shown in the right column of Figure 4.15.A. One can see that SC
Music correctly finds the remaining source pair. Furthermore, Wedge Music finds
the respective other remaining source that is interacting with the SC Music reference.

Statistics are obtained by a permutation test (see Section 2.5.2). The class labels of
all epoch are randomly assigned for 500 runs and for each run the whole calculation
is repeated. Figure 4.15.B illustrates the results for Wedge Music. For both sources,
none of the permutation runs revealed a larger Wedge Music result than the observed
result for the true class labels. This leads to a highly significant p-value of p=0.002
for both sources.

Please note, that the data classes do not necessarily have to arise from different
experimental conditions. It is also conceivable to test against a pre-stimulus baseline
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in order to cancel out common background activity. One could also take the cross-
spectrum frequency bins next to the frequency peak of interest in increase the
signal-to-noise-ratio.

4.9. Wedge Music without prior source reconstruction

As introduced in Section 3.3.4, Wedge Music does not necessarily have to be applied
using reference sources. It is also conceivable to iterate Wedge Music over the whole
grid, i.e. all possible pairs of sources. To limit computation time, a coarser grid was
used for this simulation in contrast to the previous ones. Here, the rather coarse
grid consisted out of 624 voxels. As pointed out in Section 3.3.4, the optimization
for complete Wedge Music is executed within a larger search space, which increases
computation time compared to a Wedge Music scan with a given reference voxel. A
single iteration, using an arbitrary voxel as a reference and scanning through the
whole brain, needs about 6.2 minutes using an Intel i7 2.0 GHz processor with four
cores. This leads to a computation time of about 64.7 hours for a complete scan on a
very coarse grid. Using a finer grid would quadratically increase computation time.
Considering multiple subjects and resampling statistics would lead to infeasible
computation times. For example employing the same grid with 624 voxels, having 10
subjects and using a permutation test with 500 runs would result in a computation
time of 36.9 years. Hence, practical considerations suggest to apply a prior source
localization technique in combination with Wedge Music.

A further issue with complete Wedge Music is how to treat the results. The
outcome is an approximately symmetric connectivity matrix of size voxels times
voxels. A straightforward approach to visualize the results is to take the row-wise
maximum, use the respective voxel as a reference and to show the interaction of this
reference to all other voxels. Figure 4.16 illustrates this for the six row-wise maxima.
It becomes clear that the intra-hemisperic interaction (modeled source locations are
as shown in Figure 4.15.A) is revealed by complete Wedge Music. However, one can
observe that the way of visualizing the results does not uncover the strongest source
interactions. Instead, patterns are repetitive. This is a consequence of the blurred
inverse solutions leading to the phenomenon that neighboring voxels may also
show large interactions. A possible solution to this would be a clustering approach.
Nevertheless and despite the limitations described, the present simulation indicates
that complete Wedge Music is capable of providing a meaningful picture of true
interactions on source level.
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Figure 4.16.: Complete Wedge Music (see Section 3.3.4). From the connectivity matrix linking each
voxel to all other voxels, the maxima in each row are selected and the six strongest
components are shown as blue circles. For each of this references the connection strength
to all other voxels is color-coded.
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How empty is theory in the

presence of fact!

(Mark Twain)

The behavior of the methods introduced in this thesis has been evaluated in various
simulations in the previous chapter. In addition to that, possible application scenarios
and additional statistical tests have been demonstrated. However, simulations are
a necessary but not sufficient way to judge the applicability of new methodology.
Certain intrinsic data properties could have been missed or erroneously modeled.
Therefore, it is important to additionally quantify the behavior of new data analysis
techniques in real-world examples. In the following, different types of data sets are
investigated, highlighting certain properties of the methods. Both EEG and MEG
data are considered, which conceptually proofs the suitability of the methods for
each modality. In principle, data acquired according to any experimental paradigm
can be investigated with the methods introduced in this thesis. The only requirement
is sufficient data recorded with an adequate sampling frequency in order to capture
the frequency of interest according to the Nyquist theorem (Nyquist, 1928; Shannon,
1998). Enough epochs have to be recorded in order to reliably estimate the cross-
spectrum. In general, it is not feasible to come up with a rule of thumb to estimate
the number of data epochs needed. The necessary amount of data largely depends
on the true underlying interaction strength, which itself is the subject of investigation.
Furthermore, it can vary according to other factors, such as the individual cortex
folding which is difficult to account for. Obviously, the rule ’the more data the better’
applies. Due to many averages, any random effects like biological and measurement
noise are reduced.

In this chapter, data from two different types of experimental paradigms are
investigated. One is the so called resting state data, where the subject does not have
a particular task. For the other, the subject was instructed to move either fingers
or the whole hand for a distinct period of time. The reason for that is that both
paradigms evoke strong oscillatory brain activity and are well investigated also with
complementary measurement modalities such as fMRI (see e.g. Lotze et al., 1999;
Bernard et al., 2002; Lacourse et al., 2005; Milton et al., 2008) and NIRS (see e.g. Koch
et al., 2010; Habermehl et al., 2012). Therefore, the expected source activity is known
and can be compared to the results obtained by the new methodology. Within this
chapter the application of the novel methodology is demonstrated for single subject
data. The purpose of group analysis and grand averages is covered in the discussion
in Chapter 6.
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5.1. GIM on sensor level

In the current section, application examples for the Global Interaction Measure (GIM)
on sensor level, as introduced in Section 3.1, are given. First, the application of the
GIM and the validity of the theoretical considerations are demonstrated. Second, the
measurement modalities EEG and MEG are compared with respect to their capability
of observing interactions.

5.1.1. GIM for eyes closed resting state EEG data

The GIM as defined in Eq.(3.17) is applied on resting state EEG data which are
available online1. From the ten data sets online, Subject 2 and Subject 10 are chosen
for illustrative purposes as they show interesting structures in various frequencies.
Please note that oscillatory frequencies vary substantially over subjects. In some
subjects even a distinct frequency peak may not be observable.

Data were recorded with 19 scalp electrodes for approximately 12 minutes. The
subjects were instructed to close their eyes which is known to enhance oscillatory
brain activity in the alpha band range (~8-13 Hz, see Table 2.1) (Jensen et al., 2002;
Palva and Palva, 2007). To calculate the cross-spectrum, data were split into epochs
of two seconds length. Within each epoch the Fourier transform of the the Hanning
windowed data was calculated and evaluated according to Eq.(2.18) for each channel
pair. Coherency was obtained by normalizing the cross-spectrum according to
Eq.(2.19). Finally, the GIM was calculated without treatment for overfitting (see
Section 3.1.6) and the bias was estimated as described in Eq.(3.41).

The upper row in Figure 5.1 visualizes the ImCoh for all channel pairs as a butterfly
plot over frequency for both subjects. One can observe a prominent peak in the alpha
range at approximately 10 Hz as expected. The GIM, which is shown in the same
figure colored in red, also indicates an ongoing synchronization at this frequency.
However, the GIM identifies additional frequency bands of ongoing synchronization
such as beta (a distinct peak at 22 Hz for Subject 2 and a rather broadband interaction
within 16–19 Hz for Subject 10) and gamma (for Subject 10 at approximately 29

Hz). The peaks in higher frequency bands become much more prominent compared
to the ImCoh due to the maximization procedure described in Section 3.1.1. Also
compared to channel power, the GIM facilitates the identification of frequencies of
ongoing oscillations. The second row in Figure 5.1 shows the channel power for
each channel. Although having a different meaning, it is common to study channel
power in order to identify frequency peaks of interest. Especially for investigating
interaction, the GIM seems to be a more suitable choice. A further advantage is
the reduction of dimensionality achieved by the GIM. Information of 19 × 19 = 361
channel pairs is reduced to a single value. Hence, automated frequency selection
procedures can be constructed based on the GIM. A straightforward approach, based
on optimizing the SNR over frequency, has been introduced in Section 4.1 and has

1 see http://clopinet.com/causality/data/nolte/
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Subject 2 Subject 10

Figure 5.1.: ImCoh, GIM and power over frequency for EEG data. In the left column, resting state
data is shown whereas in the right column data from the imagined movement condition
is shown. The upper row illustrated the ImCoh for all channel pairs as a butterfly plot.
Furthermore, the GIM is represented as a red solid line. The standard deviation of the GIM
estimated with Jackknife is displayed as a red transparent underlay. Finally, the analytical
approximation of the bias is shown as a dashed black line. The lower row shows the power
spectrum in a logarithmic scale.

been used for the simulations in Chapter 4. It will also be used in the following for
the investigation of real EEG/MEG data.

Figure 5.1 additionally shows the standard deviation of the GIM, estimated with
a Jackknife procedure, illustrated as an underlay. One can observe that for most of
the frequencies it is narrowly distributed and, hence, the GIM is robust. Using the
jackknife estimate of the standard deviation in a parametric test (see Section 2.5),
one can observe that

GIM( f )− bias
std(GIM( f ))

> 1.96 (5.1)

and, therefore, the results are significant below 30 Hz. Only for higher frequencies
(>30 Hz) in Subject 2 one can see a larger standard deviation. This is most likely due
to muscle artifacts since the data has not been cleaned in a previous analysis step
and these kinds of artifacts typically occur in this frequency range. Finally, Figure
5.1 shows the estimated bias indicated by a black dashed line. It becomes clear that
the theoretical considerations presented in Section 3.1.7 well match the real data as
the bias defines a lower bound of the GIM.

5.1.2. Comparison of EEG and MEG with the GIM

As stated in Section 3.1, both GIM and MIM are invariant to linear and static
transformations which implies that these measures are independent of the respective
forward mapping and source mixing on sensor level. This is exact if there are not
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more sources than sensors and approximate if the number of sensors is large enough
to capture the most relevant activity. Hence, GIM and MIM are well suited to compare
capabilities of the measurement modalities EEG and MEG in terms of observing
source interactions. In Section 2.2.4 it is described that the neurophysiological basis
is identical for EEG and MEG. Despite technical aspects, both theoretically only
differ in the in the mapping from sources to sensors. If one modality picks up
interacting sources and the other does not, it can be quantified by applying the GIM
on simultaneously measured data. This is done in the following.

MEG data were acquired with a 165-channel MEG system in a magnetically
shielded room. The system comprised 153 DC SQUID integrated magnometers
arranged on a helmet covering the whole head and 12 additional reference channels
(for a detailed system description see Della Penna et al. (2000)). From the total chan-
nel set, 21 magnometers were switched off as they previously showed malfunctioning
behavior. For the whole duration of the experiment, the subject had to perform a
finger tapping task for 20 seconds which alternated with a resting state period (eyes
open, subjects had to focus a fixation cross in order to reduce eye movements) for
again 20 seconds. Data have been cleaned with an ICA artefact rejection procedure.
By visual inspection of ICA components of the EEG data, two components have been
rejected leading to 14 remaining data space dimensions. Hence, the cross-spectrum
of the cleaned EEG data has been reduced to p=14 components as described in
Section 3.1.6. To fairly compare the EEG and MEG measurements, the MEG data
has also been reduced to the same amount. Even more, a sparse subset of 16 MEG
channels has been selected and then reduced to p=14 components to enhance com-
parability. This reduction, furthermore, is necessary as for GIM and MIM the real
part of the cross-spectrum has to be inverted and becomes singular for rank deficient
data spaces.

Figure 5.2.A and 5.2.B show the GIM for the simultaneously measured data,
where subfigure A. shows the rest conditions and subfigure B. the fingertapping
condition. The most dominant interaction at 10 Hz is detected both by EEG and
MEG. Strikingly, a large low frequency interaction at 4 Hz is observable for MEG
but not for EEG. Furthermore, two rather small high frequency peaks at 36 Hz and
48 Hz are observable in the MEG data but not in the EEG data for both conditions.
Additionally, in the rest condition some beta band interaction at about 16 Hz can only
be detected from the MEG data. In contrast to that, a different beta band interaction
at about 21 Hz is observable for both data sets. Summarizing, there seems to be
evidence, that MEG is capable of observing oscillatory phase locked synchronization
between different brain regions that cannot be seen in simultaneously measured
EEG data.

5.2. Source interactions for resting state MEG data

In the present section the application of SC Music and Wedge Music based on a
pre-whitened subspace of the imaginary part of the cross-spectrum is demonstrated.
MEG data were recorded continuously in a magnetically shielded room with a
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A. B.

Figure 5.2.: GIM for simultaneously measured EEG and MEG data. A.: resting state condition, B.:
finger tapping condition

275-channel system covering the whole head (Omega 2000, CTF-Systems). Two
squids were malfunctioning such that the analysis comprised 273 MEG channels.
The recording session lasted for approximately 10 minutes, where the subject had to
focus a fixation cross that was displayed on a screen. No further task was required.
The head position relative to the MEG sensors was measured with a set of head
coils (nasion, left and right ears) and mapped to an individual anatomical MRI.
The head model obtained from the individual MRI was then mapped to a standard
MNI template head for visualization and to prepare for potential group analysis
and assure comparability between subjects (Fonov et al., 2009, 2011). The brain was
parceled into 5003 grid points or voxels. With respect to these voxels, leadfields
were generated as described in Nolte (2003). MEG signals were recorded with a
sampling frequency of 1200 Hz and sampled down to 200 Hz with the FieldTrip
toolbox (Oostenveld et al., 2010). An online low-pass filter with a cutoff frequency of
300 Hz was applied during recording and, furthermore, data was detrended offline,
i.e. the mean of each channel times series was subtracted. Cardiac, muscle related
and eye artifacts were removed by visual inspection of 30 ICA components obtained
from a prior PCA decomposition of the sensor data (see Section 2.3.1).

To compute the cross-spectrum, data were divided in segments with length of
1 second and a 50% overlap between segments, leading to a frequency resolution
of 1 Hz. Figure 5.3.A shows the imaginary part of coherency for all channel pairs.
The frequency, f = 13 Hz was chosen according to the maximum value for the SNR
optimized GIM (see Eq.4.2) within the alpha band, defined here as 8 Hz ≤ fα ≤ 13
Hz.

5.2.1. Estimating the number of sources

Having determined a frequency of interest, the number of interacting sources in that
specific frequency range has to be estimated for further processing. Please note that
this number corresponds to the subspace dimension of the ImCs. As theoretically
described in Section 3.2.2 and, furthermore, demonstrated in a simulation in Section
4.5, the corresponding scree plot is shown in Figure 5.3.B. One can observe a clear
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A. B.

Figure 5.3.: Frequency selection and estimation of the number of sources for MEG resting state data. A.:
ImCoh for all channel pairs as a butterfly plot and the SNR optimized GIM. The frequency
with maximum SNR optimized GIM within the alpha band is chosen for further processing
and illustrated as a vertical line. B.: Singular values of the prewhitened ImCs in descending
order are illustrated as a black solid line (scree plot). The same representation for 500
bootstrap runs on surrogate data colored in magenta. 95% of the largest value of the
surrogate data runs is chose as a cut-off to estimate the number of sources (horizontal line).
This procedure results in an estimated number of sources equal to four.

drop of the magnitude of the transformed singular values after four components.
To obtain an objective noise threshold, surrogate data is generated as described
in Section 3.4 and subjected to a bootstrap procedure. Now, 95% of the largest
singular value is chosen as a cut-off indicated by the horizontal line in Figure 5.3.B.
This procedure also leads to an estimated number of four sources, as does visual
inspection of the scree plot. Concluding, four sources are estimated with SC and
Wedge Music in the following.

5.2.2. SC and Wedge Music

Figure 5.4 shows the four source pairs obtained by SC Music and a corresponding
Wedge Music scan that has been performed for each one of the SC Music sources
as references. The upper row in each source pair plot shows the SC Music source,
i.e. the reference voxel for the Wedge Music scan. Each source is shown in three
different views: sagittal, coronal and axial. Red lines indicate the slice cutting in
each view that is conducted at the maximum of each source.

One can observe that two interacting source pairs arise, one in each hemisphere.
All sources are located in motor related areas. Apparently, the rhythmic activity
used for localization at 12 Hz is the sensorymotor idle rhythm. This rhythm is
strongly present in the alpha range if no movement is executed or imagined by
the subject (Pfurtscheller and Neuper, 1997). This is the case for the present data
where the subject was at rest. The sources also correspond to source locations from
the somatosensorymotor default mode network revealed by fMRI (see e.g. Raichle
et al., 2001; Engel et al., 2013). Hence, the methodological procedure presented here
provides reasonable source locations in this case. As a sanity check, source locations
found by SC Music are consistent with results obtained by the Wedge Music scan. In
other words, Wedge Music exactly finds those sources within a scan over the entire
brain that have been unraveled before by SC Music. This can be seen by the fact that
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Figure 5.4.: Interacting sources in MEG resting state data. In the upper row of each source pair plot
the SC Music source is displayed. This source, i.e. the voxel with the maximum value,
then served a reference for a Wedge Music scan. The result of this Wedge Music scan in
displayed in the lower row of each source pair. Each source is displayed in three different
views: sagittal, coronal and axial. The MRI slices were cut at the maximum of each source
(red lines).

the source pairs #1 and #3 and the pairs #2 and #4 are identical. For example, the SC
Music source in pair #1 is the same as the Wedge Music source in pair #3 and vice
versa. The same picture as obtained by the Wedge Music scan, is provided by scalar
Wedge Music (see Section 3.3.3). Table 5.1 shows the results for scalar Wedge Music
for all combinations of SC Music sources as shown in the top row in Figure 5.4. It
is apparent that out of all four sources, only two source pairs show a large scalar
Wedge Music result. These are the source pairs consisting of source 1 and source
3 and, additionally, of source 2 and source 4. Considering the source locations of
each individual source as shown in Figure 5.4, this is exactly the same picture as
provided by the Wedge Music scan.

To test for random effects, surrogate data were constructed, where all dependencies
within the data have been destroyed. These surrogate data then were resampled
according to a bootstrap approach and compared to the observed values of SC and
Wedge Music of the original data. Figure 5.5 shows the results for all four SC and
Wedge Music sources. One can observe a narrow distribution for the surrogate
results over 500 bootstrap runs. The results for the real data significantly differ from
the results for the surrogate data yielding a p-value of p = 0.002 for all four sources
for SC Music as well as for Wedge Music.
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A. B.

Figure 5.5.: Statistics for A.: Maximum scores of SC Music source distributions and B.: Maximum
scores of source distributions obtained by a Wedge Music scan with the SC Music sources as
references. The observed values (vertical lines) of SC and Wedge Music are compared to a
distribution (red histograms) obtained by performing the same calculations on bootstrapped
surrogate data (see Sections 2.5 and 3.4)

5.3. Class differences

As demonstrated in Section 4.8, a tremendous advantage of Wedge Music is its direct
applicability on a difference of two cross-spectra arising from two experimental
conditions. A real-data example is given in the following, where class differences in
interaction for motor imagery data are investigated. In a training session for later
Brain Computer Interface (BCI) application, the subject was instructed to imagine
the movement of either the right hand, the left hand or the foot but not to execute
it (Blankertz et al., 2006). Previous research has shown that brain activity for real
executed movements and imagined movements are located in the same areas in the
cortex (Pfurtscheller and Neuper, 1997). As the only difference, the activity is usually
stronger for executed movements. Hence, interacting sources in the hand and foot
movement related brain areas such as the primary sensorymotor areas are expected.
A good review concerning synchronization within the motor system can be found in
van Wijk et al. (2012).

Table 5.1.: Scalar Wedge Music score ĥij (see Eq.(3.77)) for all possible pairs of SC Music sources
i, j = 1 . . . 4 (i.e. voxel with maximum SC Music score for each source according to Eq.(4.5)).
The SC Music source distributions and the corresponding source labels are shown in Figure
5.4. One can see from the individual scalar Wedge Music scores that the SC Music sources 1
and 3 and the sources 2 and 4 form interacting source pairs.

Source 1 Source 2 Source 3 Source 4

Source 1 1.00 1.01 9.41 1.03

Source 2 1.01 1.00 1.00 4.36

Source 3 9.41 1.00 1.00 1.16

Source 4 1.03 4.36 1.16 1.00
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5.3. Class differences

A. B.

Figure 5.6.: Frequency selection and estimation of the number of sources for the difference in interaction
between imagined hand and foot movement. A.:The imaginary part of coherency for the
difference of hand vs. foot movement. The frequency f = 12 Hz has been selected for
further analysis due to the largest SNR optimized GIM in the alpha range. B.: Scree
plot. The singular values of the prewhitened ImCs. A clear drop can be observed after 4
components.

EEG data were recorded with a multichannel EEG BrainAmp amplifier using 118

Ag/AgCl electrodes in an extended 10–20 system. Data were cut into trials lasting for
3.5 seconds, beginning with the movement instruction onset. This procedure leads
to 70 trials for each individual class (left hand, right hand, foot). Data were sampled
down to 100 Hz and each trial was segmented into 25% overlapping windows
with the duration of 1 second. These segments were then Hanning windowed and
Fourier transformed to compute the cross-spectrum. To investigate the difference
in interaction between hand and foot movement and to avoid any biasing effect
due to a larger amount of data in one condition, left and right hand movement
were combined by randomly choosing 70 epochs in total out of these two classes.
The imaginary part of the cross-spectrum obtained by the imagined foot movement
data then was subtracted from the imaginary part of the cross-spectrum of the
newly generated hand movement data class. Figure 5.6 shows the imaginary part of
coherency for the class differences for all channels over frequency. As before, the
frequency with maximum SNR optimized GIM in the alpha range was automatically
chosen, i.e. 12 Hz. At the selected frequency of interest, the number of interacting
sources to be determined by SC and Wedge Music has to be estimated. Figure 5.6
shows a scree plot for the prewhitened ImCs. One can observe a clear drop after
four components making an additional test with e.g. permuted data unnecessary.
Finally, SC and Wedge Music were applied on the difference of the imaginary part
of the cross-spectra at 12 Hz.

Figure 5.7 shows the results of both SC and Wedge Music in the same style as for
the MEG resting state data (see Section 5.2.2). For each source pair, the SC Music
source is shown in the upper row, the corresponding Wedge Music source in the
lower row. Each source space scan is presented in three different views cut at the
maximum for each scan. The results shown in Figure 5.7 indicate that two source
pairs differ between imaginary hand and foot movement. One on them (shown
as source pair #1 and source pair #2) is a local interaction within foot movement
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Figure 5.7.: The results for SC and Wedge Music scans applied on the difference of the ImCs belonging
to imagined hand and foot movement. For each source pair, the upper row shows the SC
Music scan and the lower row the Wedge Music scan.

related brain regions in the right hemisphere. The other one (shown as source pair #3

and source pair #4) represents a functional synchronization between a brain region
associated with right hand movement (SC Music source in source pair #3) and the
foot movement region in the same hemisphere. Due to the nature of a Wedge Music
scan one can judge the plausibility of the result. It is shown in Figure 5.7 that the
sources obtained with SC Music are found again with Wedge Music.

Figure 5.8 presents statistics obtained by permutation testing. Epochs from both
data classes (hand and foot) were randomly assigned to two new classes and the
whole computational procedure was repeated for 500 runs. In Figure 5.8.A the statis-
tical results for the Wedge Music scan are shown. For all source pairs a significant
result p < 0.05 is obtained. Table 5.2 shows the results for scalar Wedge Music.
The same picture is provided as for the Wedge Music scan: The SC Music sources
(depicted in Figure 5.7) 1 and 2 are interacting as well as sources 3 and 4.

A well-established and famous data analysis technique in the context of class
differences in BCI research is Common Spatial Patterns (CSP, see e.g. Blankertz
et al., 2008b; Fukunaga, 1990; Koles, 1991; Blankertz et al., 2002; Tomioka et al.,
2006; Krauledat et al., 2007; Blankertz et al., 2008a; Sannelli et al., 2010; Samek et al.,
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5.3. Class differences

Figure 5.8.: Permutation statistics for the difference of imagined hand vs. imagined foot movement for
Wedge Music. The score of the Wedge Music scan (see Eq.(3.75)) for all permutation runs
is shown as a histogram colored in red. In contrast to that, the blue solid line indicates the
Wedge Music score for the true class labels.

2012; Kawanabe et al., 2013). The idea behind this supervised data decomposition
technique is to construct spatial filters such that two classes can be best discriminated,
e.g. for the subsequently application of a linear classifier on the CSP-filtered data.
This optimal discrimination is achieved by spatial filters which maximize the variance
of the filtered data for one data class and simultaneously minimize the variance
for the other class. As variance is equal to signal power for narrow-band filtered
signals, the CSP algorithm reveals spatial patterns of brain sources whose signal
power differs between the two classes. Hence, it is appealing to compare strong
neuronal signal generators as obtained by CSP with the interacting sources obtained
by SC and Wedge Music.

In order to apply CSP, data were pre-processed as for the SC and Wedge Music

Table 5.2.: Scalar Wedge Music score ĥ (see Eq.(3.77)) for all possible pairs of SC Music sources. The
sources are depicted and labeled in Figure 5.7.

Source 1 Source 2 Source 3 Source 4

Source 1 1.00 4.73 1.03 1.00

Source 2 4.73 1.00 1.03 1.00

Source 3 1.03 1.03 1.00 7.53

Source 4 1.00 1.00 7.53 1.00

95



5. Application

# 1

# 2

# 3

# 4

A. CSP patterns B. Source estimates (eLoreta)

Figure 5.9.: Common spatial pattern analysis to investigate class differences in power in the alpha band
between imagined hand and imagined foot movement. A. Spatial patterns of sources whose
power differs between the two data classes. B. Source projection of each corresponding
pattern with eLoreta (Pascual-Marqui et al., 2011). Please note that the units of the patterns
source distributions are arbitrary.

analysis and additionally band-pass filtered in the alpha range (9 - 13 Hz). According
to the determined number of sources, the four strongest CSP components are
considered in the following. The spatial filters were transformed into interpretable
patterns as described in Haufe et al. (2014b). These are shown in Figure 5.9.A on the
left. One can observe that the CSP patterns depict neurophysiologically plausible
brain sources considering the experimental paradigm of motor imagery. Finally,
these patterns were projected into source space by applying eLoreta (see Appendix
A.3). The resulting source distributions are shown in Figure 5.9.B next to each pattern
in the same fashion as the sources in Figure 5.7. As for SC and Wedge Music (see
Figure 5.7), one can observe two sources in each hemisphere in the motor cortex
which are a little more blurred but, in general, well coincide with the SC and Wedge
Music sources. The average Euclidean distance between the maximum of the SC
Music source distributions and the CSP source distributions is 3 cm. Considering
the two completely complementary data analysis approaches, the default inaccuracy
of the inverse solution, the non-individual EEG head model and, hence, additional
inaccuracies inferred by the forward model, one can consider both results as identical.
However, the interaction profile of the sources can in contrast to SC and Wedge
Music not be uncovered by using CSP and eLoreta.
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5.3. Class differences

Please bear in mind that strongly phase synchronized sources as revealed by SC
and Wedge Music and sources with strong signal power can but do not necessarily
have to coincide. In principle, both analysis approaches investigate different features
inherited in the data. For example, it has been hypothesized in Engel et al. (2013)
that source power co-fluctuation is an additional mechanism of functional brain
interaction. One way to examine source power correlations is to compute the Hilbert
transform of a band-pass filtered signal and to correlate the signal envelopes of
different sources (Hipp et al., 2012). A different approach has recently been proposed
by Dähne et al. (2014b) where spatial filters are generated to extract sources showing
strong power correlations or, alternatively, where the power of one source correlates
with an external, e.g. behaviorally relevant, target variable (Dähne et al., 2014a).
A spatial filtering approach to extract source pairs with ImCoh different between
data classes can be derived from the framework presented in Section 3.1 where the
maximization of the ImCoh is described. This leads to a method termed Common
Spatial Interacting Patterns (CSIP) and is described in details in the PhD thesis of
Frank C. Meinecke (Meinecke, 2012).
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6. Summary and discussion

One good thing about music, is

when it hits, you feel no pain.

(Bob Marley)

Within this thesis, several multivariate data analysis techniques have been introduced,
which can be used subsequently in order to determine synchronized, i.e. interacting
brain sources from EEG or MEG measurements. Special attention is paid on artifacts
of volume conduction, which occur due to the mixing of neuronal sources into
measurement sensors. As a basis to circumvent this issue, the concept of the
Imaginary Part of Coherency (ImCoh), which ignores instantaneous synchronization
effects, underlies all methods presented within this work. Please note that a detailed
discussion about statistical properties of the ImCoh itself and its drawbacks, such as
the insensitivity to phase delays of π and 2π, can be found in Nolte et al. (2004).

In Section 3.1 it has been shown how the ImCoh can be maximized, which
constitutes a theoretical framework with different application purposes. Based
on this theory, various measures of functional connectivity have been derived:
Maximized Imaginary Coherency (MIC), the Global Interaction Measure (GIM),
the Multivariate Interaction Measure (MIM) and the Corrected Imaginary Part Of
Coherency (cImCoh). All four exhibit two main properties. First, for an infinite
number of data points, the measures vanish exactly if all sources are dynamically
independent, regardless of the number of sources and of how the sources are
mapped into sensors, provided that the mapping is instantaneous. In practice and
for finite data sets, these measures will fluctuate around zero for independent sources.
Then, the question arises whether a deviation from zero is statistically significant
or not. This can be assessed for example with a Jackknife estimate of the standard
deviation. Second, the measures are strictly invariant to linear and instantaneous
transformations of the multivariate signals. Assuming that source activities can be
expressed as a linear combination of sensor signals, it is therefore not necessary to
actually find the respective inverse mapping because the result is independent of
that mapping. At first sight, these findings might suggest that all effects of volume
conduction on sensor level are now removed. In general, this is not the case because
a hypothetical perfect demixing of sensors into sources is only possible when the
mixing matrix is invertible. However, this is only true when there are fewer sources
than sensors. The unavoidable presence of sensor noise and, even more critical, brain
noise is a clear violation of that assumption. In practice, this means that one can only
reduce the dependence of volume conduction but one cannot remove it completely. It
remains open if other, for example nonlinear measures, can be constructed which are
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invariant under mixing of sources into sensors even for more sources than sensors.
Furthermore, the independence with respect to the forward mapping comes with
the cost of losing spatial information. For example, GIM compresses multivariate
data to a single number such that all spatial information is removed. One way to
preserve the spatial information within this framework is to consider a subspace of
the source topographies, spanned by the eigenvectors of the maximization approach
described by Eq.(3.12) and Eq.(3.13). To conclude on the source topographies based
on this subspace, additional assumptions are required. Appropriate approaches
would be e.g. to minimize the spatial source overlap (see Marzetti et al., 2008) or to
maximize effective connectivity (e.g. defined by the Phase Slope Index, see Nolte
et al., 2008). Alternatives to exploit a data subspace derived from the maximization
of the ImCoh, in order to conclude on the source locations, are presented in this
thesis by introducing SC Music and Wedge Music.

Despite these limitations, the maximization approach has practical benefits as were
presented in this work. In Section 4.2.3, it has been shown that the bivariate measures
have a smaller bias towards remote interactions than classical ImCoh. Furthermore,
GIM forms the basis of an automated frequency selection procedure, which is
used throughout the whole thesis. Due to the invariance property and the data
compression, GIM allows the comparison of subjects or measurement modalities,
even with different sensor configurations. This has been shown by comparing
simultaneously recorded EEG and MEG in Section 5.1.2, where more interactions
seem to be observable with MEG. The special advantage of GIM, that the highly
subject dependent source topographies are irrelevant, also makes grand averages
and thereby group comparisons less complicated. In general, the maximization
of the ImCoh within or across multivariate data sets increases the signal-to-noise
ratio by construction, potentially leading to observations of interactions which are
otherwise hidden in the noise. This is in particular exploited in order to construct
data subspaces for subsequent source analysis and for the estimation of the number
of interacting sources underlying the data. It has been shown in Sections 4.3 and 4.5
that applying an additional prewhitening outperforms standard approaches. Finally,
especially the multivariate measures like MIC and MIM are well suited to be used
in source space. For inverse solutions like beamforming or minimum norm based
estimates, dipole orientations are not assumed to be known and a reconstructed
dipole field contains activities in all three dipole directions for each voxel. Using the
proposed measures, one can either fix the dipole orientation according to maximum
ImCoh with MIC or estimate a total interaction between the 3-dimensional subspaces
with MIM. This has been demonstrated in Section 4.7.

As stated above, connectivity measures derived from maximizing the ImCoh omit
spatial information. Furthermore, it has been shown, e.g. in Section 4.1, that sensor
level connectivity measures provide only little information about the underlying
source locations. But as locations of brain sources play an important role concerning
brain function due to functional segregation, inverse methods are needed. In this
thesis, the novel method SC Music has been introduced expanding the existing
approach Rap Music. To focus on synchronized sources in the frequency domain,
a subspace based on the cross-spectrum is used instead of the covariance matrix.
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To account for volume conduction artifacts, the respective imaginary part is used.
A known issue of the Music algorithm is its failure when sources are correlated or
coherent. In an extreme scenario, i.e. for fully correlated sources, the data subspace
even becomes rank deficient. Therefore, SC Music projects out previously found
sources except one and re-localizes the remaining source. This way, a localization bias
due to other (correlated) sources can be avoided. It has been shown in simulations
in Section 4.4 that SC Music outperforms Rap Music by correctly determining source
locations of coherent sources. Furthermore, SC Music is in contrast to Rap Music
able to deal with an odd number of sources. Please bear in mind that due to the
antisymmetric nature of the ImCs, singular values occur in pairs. Hence, due to the
proposed procedure to estimate the number of interacting sources based on the ImCs
and surrogate data, it will always be even. However, other application scenarios of
SC Music are conceivable where the capability of dealing with an odd number might
be of advantage.

Next to SC Music, a further source localization technique termed Wedge Music
has been introduced in this thesis. It can be used in combination with SC Music to
determine which out of a given set of sources are synchronized in a bivariate sense.
This is possible with either a scalar variant or with a scan over all brain voxels which
incorporates a plausibility check. In principle, Wedge Music can also be used without
prior source localization. However, to assess the practical applicability of this variant
termed complete Wedge Music, the significant computational and accompanying
time effort has to be accounted for. Recalling the considerations presented in Section
4.9, the data analysis of multiple subjects, including proper statistics, is with current
computer hardware only feasible by using a prior source localization technique.
However, if dipole orientations would have been fixed by additional, e.g. anatomical,
constraints, one could perform scalar Wedge Music for all pairs of voxels. This would
lead to a much lower computation time as the optimization over dipole orientations
is avoided. Another possibility would be to define brain regions of interest based on
prior knowledge, e.g. from other measurement modalities.

A main property of SC Music and Wedge Music is that both techniques are based
entirely on the imaginary part of the cross-spectrum. Specifically, the methods do not
depend on signal power as it is the case for the imaginary part of coherency because
of its normalization. Such a dependency may induce conceptual problems when
studying differences between two conditions: a difference between two ImCohs may
be caused by the presence or absence of non-interacting sources which modify power
but not the imaginary part of the cross-spectrum. In contrast, the imaginary part
of the cross-spectrum itself is not affected systematically by non-interacting sources.
Of course, random effects still exist which are suppressed by

√
K for K independent

averages but cannot be removed completely.
The feasibility of using SC and Wedge Music has been demonstrated for simulated

data in Chapter 4 as well as for real data examples in Chapter 5. However, some
questions remain open, such as how to perform group analysis. Although the results
of Music scans cannot necessarily be interpreted as distributed source activity, it
might be practically meaningful to average them over all measured subjects for a
certain experiment. However, this approach might not lead to satisfying results
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as EEG and MEG data usually contain large subject dependent variability and the
resulting picture might get too blurry on average. The most convenient way to obtain
a reasonable picture of interacting brain sources within a population of measured
subjects would be to apply an appropriate clustering approach. A promising novel
clustering approach worthwhile to consider for this purpose has recently been
published by Rodriguez and Laio (2014).

An effect that can be observed in the results presented in this work is the sensitivity
of SC and Wedge Music with respect to local interactions. Especially for the resting
state data, relatively local interactions have been found. In principle, one could even
think of applying Wedge Music on a single voxel. Because of the blurry source
localization, a single voxel could include source activity from two interacting sources
such that two dipoles with different orientation can be found to be interacting within
a single voxel. In contrast to other methods, which are using fixed dipole orientations,
Wedge Music does not have any bias towards remote or long distance interactions.

The last novel approach presented within this work is a method to statistically test
the obtained results for a one-class problem, e.g. for resting state data. Whereas for
two-class problems, e.g. differences between experimental conditions or a stimulus
condition versus baseline, a permutation test is a reasonable approach, it is not
applicable if only a single data class is available. Therefore, a resampling strategy has
been introduced in Section 3.4 based on surrogate data. These data are constructed
such that dependencies between source signals are destroyed whereas other data
properties are maintained as good as possible. Based on these surrogate data, a
bootstrap approach is used in order to estimate a sampling distribution which can
be tested against the originally observed results. It might be of interest to quantify
performance effects with respect to the particular ICA implementation used or with
respect to prior filtering in the frequency domain. Nevertheless, it has been shown
for simulated and real data that the introduced approach is well capable to assess
statistical significance of results from brain connectivity analysis.

Please keep in mind that this thesis deals with linear functional connectivity
measures applied on (quasi-)stationary signals. In general, EEG and MEG signals are
highly non-stationary. Over time, one usually can observe large drifts for example
due to drying gel for EEG measurements. However, relatively short epochs of data
can be considered stationary, i.e. statistical moments stay constant within single
epochs. Nevertheless, the assumption of stationarity might still be violated. One idea
to circumvent this issue would be to construct measures that do not assume stationary
data. This might even lead to yet unobserved phenomena underlying EEG or MEG
data. A different approach would be to separate data into a stationary subspace and
a non-stationary subspace (see von Bünau et al., 2009, for details). Concerning non-
linearity, Chella et al. (2014) recently published a measure to investigate non-linear
interactions robust to volume conduction artifacts by using the antisymmetric part of
the bispectrum which can also be applied to investigate cross-frequency coupling. In
general, cross-frequency coupling (see e.g. Jensen and Colgin, 2007), power envelope
correlations (see e.g. Hipp et al., 2012; Dähne et al., 2014b) and phase-amplitude
coupling (see e.g. Tort et al., 2010) seem to be additional mechanisms of functional
communication between neural populations (see also Engel et al., 2013).
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To conclude, the different data analysis techniques presented in this work are
capable of having a practical impact to the field of experimental neuroscience. The
robustness towards volume conduction artifacts, incorporated into inverse source
reconstruction, is a unique feature and provides trustworthy results. Furthermore,
the potential investigation of class differences in terms of connectivity is a huge
benefit. Hence, these methods can be applied not only to investigate the resting
brain. In addition to that, they can be used, for example, to contrast patients with
healthy control subjects in order to understand and, finally, to alleviate neuronal
diseases. Furthermore, these features allow to focus on a controlled experimental
difference in order to cancel out common task irrelevant background activity. As
most neuroscientific research is planned and conducted by targeting particular
differences between subjects or tasks, the methods presented in this work are well
suited to find broad application in the field of experimental neuroscientific research.
In the end, they can serve to further understand the brain and everything coming
along with that.
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A. Appendix

In the appendix additional information is provided that is not necessary for the un-
derstanding of this thesis. However, the the reader might be interested to gain deeper
knowledge concerning distinct aspects. Therefore, methods that are only touched
peripherally within this thesis but are fundamental for the field of EEG/MEG source
connectivity analysis are briefly introduced in the following. Furthermore, detailed
proofs for data analysis methods presented in this work as well as coarse tabular
overviews over existing methods are given in this appendix.

A.1. Forward calculation

In the present section the forward problem, introduced in Section 2.2.1, is described
in more details following the notation and argumentation in Baillet et al. (2001). A
complete overview of relevant physical laws used for the subsequent derivation is
given in (Sarvas, 1987). Please note that the notation in this particular section slightly
differs from the rest of this thesis. Capital bold letters denote higher dimensional
functions instead of matrices.

As indicated in Table 2.1, frequencies of interest for electrophysiological recordings
are typically well below 1 kHz. Thus, physics can be described by the quasi-static
approximation of Maxwell’s Equations (Plonsey and Heppner, 1967). The current
flow J(r̃) at the location r̃ = (r̃x, r̃y, r̃z)T inside the brain can be connected to the
magnetic field B(r) at a different location r, i.e. the observation point or SQUID, by
the Biot Savart law

B(r) =
µ0

4π

∫

J(r̃)× r − r̃

‖r − r̃‖3 dṽ (A.1)

with µ0 being the vacuum permittivity, × denoting the vector cross product, and
∫

dṽ the integration over the volume ṽ. The total current density in the head J(r̃)
can be divided into two different current flows with distinct physiological meanings
as described in Section 2.1.1. The primary current due to the original neural activity
is denoted by JP(r̃) and the volume current by JV(r̃). These two currents form the
total current density J(r̃) by

J(r̃) = JP(r̃) + JV(r̃) (A.2)

= JP(r̃) + σ(r̃)E(r̃) (A.3)

= JP(r̃)− σ(r̃)∇V(r̃) (A.4)

with σ(r̃) being the isotropic conductivity profile of the head tissues and ∇ being
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the Nabla operator. Due to the quasi-static approximation, the electric field E(r̃) is
equal to the negative gradient of the electric potential V(r̃) as indicated in Eq.(A.4).

Assuming that the head consists of a distinct set of regions where each has a
constant and scalar conductivity σi, i = 1 . . . 3, representing the brain, skull and
scalp, Equation A.4 can now be rewritten as

B(r) = B0(r) +
µ0

4π ∑
ij

(σi − σj)
∫

Sij

V(r̃)
r − r̃

‖r − r̃‖3 × dS̃ij (A.5)

with j = i + 1, which indicates the sum over the borders of the shells, and S̃ij is the
surface between the shell compartments i and j. B0(r) represents the magnetic field
with respect to only the primary current JP(r̃). The second term is the contribution of
the volume current to the magnetic field, that is formed as a sum of surface integrals
over the boundaries of the different head tissues scalp, skull and brain.

Using Equation A.5 and given the primary current distribution, which is in fact
the moment and location of the equivalent current dipole, the magnetic field B(r) at
the location r can be determined. A similar equation can be derived for the electric
potential V(r) (Hamalainen, 1992; Geselowitz, 1970), which leads to

(σi + σj)V(r) = 2σ0V0(r̃)−
1

2π ∑
ij

(σi − σj)
∫

Sij

V(r̃)
r − r̃

‖r − r̃‖3 · dS̃ij (A.6)

again with j = i + 1 and · denoting the scalar product. Equations A.5 and A.6 are
the general eqations for the forward problem. When a primary current distribution
JP(r̃) is specified, the primary potential V0(r) and the primary magnetic field B0(r)
can be calculated by

V0(r) =
1

4πσ0

∫

JP(r̃) · r − r̃

‖r − r̃‖3 dr̃ (A.7)

and
B0(r) =

µ0

4π

∫

JP(r̃)× r − r̃

‖r − r̃‖3 dr̃. (A.8)

Finally, the primary potential from A.7 can be used to compute the potentials on all
surfaces as described in Equation A.6 in order to solve the EEG forward problem.
The same way, Equations A.8 and A.5 can be used to compute the magnetic fields
outside the head and, hence, solve the MEG forward problem. Please note that by
applying a realistically shaped head model, the corresponding equations are not
analytically solvable anymore (see Section 2.2.1).

A.2. Derivation of the spatial filter for beamforming

In this section it is shown how to derive the spatial filter that is used for LCMV
beamforming. In contrast to Section 2.3.2, not the vector beamformer is used that
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simultaneously originates a filter for all the unit directions. Here, a scalar one
is described. Therefore, the basic quantities are slightly refined. However, the
derivation of the vector beamformer can be done analogously.

Let’s consider the zero mean data matrix X ∈ RN×T (N: number of measurement
channels; T: number of samples over time), and the covariance matrix Σ ∈ RN×N

estimated by Σ = 〈XXT〉. Furthermore, let’s consider a specific source voxel m with
the leadfield a ∈ RN×1 for a single direction. Then, the spatial filter w ∈ RN×1

passing the signal at voxel m with unit gain and simultaneously minimizing over
total source power can be expressed by

w = arg min
w

(wT
Σw) subject to wTa = 1. (A.9)

The minimization problem can now be reformulated using the methods of Lagrange
multipliers (Lasdon, 1970). The cost function L(w, ζ), including the constant ζ,
results in

L(w, ζ) = wT
Σw + 2ζ(wTa − 1). (A.10)

Setting the partial derivatives to zero yields for symmetric Σ to

∂L

∂w
= 2Σw + 2ζa = 0 (A.11)

and
w = −ζΣ

−1a (A.12)

Transposing Eq.(A.12) and exploiting the symmetry of Σ results in

wT = −ζT(Σ−1a)T

= −ζaT(Σ−1)T

= −ζaT
Σ
−1. (A.13)

Setting the partial derivative with respect to ζ to zero gives

∂L

∂ζ
= wTa − 1 = 0 ⇔ wTa = 1. (A.14)

Plugging Eq.(A.13) in Eq.(A.14) gives

(−ζaT
Σ
−1)a = 1 (A.15)

and
ζ = −(aT

Σ
−1a)−1. (A.16)

Finally, inserting ζ from Eq.(A.16) in Eq.(A.12) leads to the solution for a scalar
beamformer

w = Σ
−1a(aT

Σ
−1a)−1 (A.17)

which is formally equivalent to the vector one presented in Eq.(2.8) assuming matrix
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quantities. Please remember that Eq.(A.17) denotes the spatial filter for a specific
voxel and a specific direction and has to be evaluated iteratively over voxels and
directions to obtain the full spatial filter.

A.3. Minimum norm based inverse estimates

Let’s refine the source mixing model of EEG and MEG described in Eq. (2.1) slightly
to account for the unknown dipole orientation. At a single time instance one
can observe a signal at N measurement channels x ∈ RN×1. The source signal
s ∈ R3M×1 within the brain consists of M pre-defined volume elements (voxels) at
which each dipolar source has a three-dimensional orientation. The leadfield, i.e. the
mapping from sources to sensors according to the forward model (see Section 2.2.1),
is expressed by the matrix A ∈ RN×3M. This, again, leads to the linear mixing model

x = As. (A.18)

Please note that the distinction between noise and sources is neglected here in
contrast to the notation in Section 2.2.2 as it is kind of arbitrary. Obviously, brain
noise is also comprised out of sources inside the brain. However, it is assumed that
the data has been cleaned from external artifacts such as eye blinks, 50Hz line noise,
muscle activity and movement artifacts.

The estimation of the spatial filter W ∈ RN×3M (see Section 2.2.2) and, hence, the
sources s̃ = WTx can be approximated by minimizing source (and implicitly noise)
power while explaining the measured data x. This additional assumption necessary
to solve the undetermined system of equations (A.18) leads to

s̃MN = arg min
s

‖s‖2
2 subject to x = As. (A.19)

with ‖.‖2 being the ℓ2-norm. Eq.(A.19) can be solved by calculating the Moore–Penrose
pseudoinverse of the matrix A, denoted as (.)+ (Penrose, 1955) and given by

A+ = (ATA)−1AT. (A.20)

Finally, the source estimates are obtained by

s̃ = A+x (A.21)

which is referred to as a Minimum Norm Estimate (MNE). If one assumes Gaussian
noise with zero mean and variance σ2, i.e. η(t) ∼ N (0, σ2IN), the minimum norm
solution can also be expressed as a maximum-likelihood estimation (Aldrich, 1997).

It is argued in Hauk (2004) that a rather simple minimum norm estimate is
a valuable choice for EEG/MEG source estimation if no prior knowledge about
the sources is present. However, minimum norm based source estimation can be
significantly improved by a proper regularization. One way to achieve regularization
is to add additional constraints to the minimization in Eq.(A.19) which leads to a
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reduction of problem complexity (Tikhonov and Arsenin, 1977). It can be interpreted
in different ways: First of all, it assures numerical stability for inverting matrices that
are potentially close to singular. This is especially the case as the forward mapping
for close by dipoles with similar orientations might be very similar. Second, it can be
seen as a tool to avoid fitting noise components of the data, i.e. to prevent overfitting
and, hence, assures generalizability of the solution. Third, prior knowledge or
assumptions about the source behavior can be incorporated due to regularization.
A famous way of regularizing is the Weighted Minimum Norm Estimate (WMNE)
defined by

s̃WMN = arg min
s

‖x − As‖2
2 + κ ‖Ωs‖2

2 . (A.22)

where κ ≥ 0 controls the impact of the regularization term relative to the minimiza-
tion of the error (Jeffs et al., 1987; Ioannides et al., 1990). It often depends on an
estimate of the noise covariance or is determined by cross-validation. Hence, WMNE
is in contrast to the MNE usually a data-driven or adaptive method, although it
can also be applied choosing a fixed κ and a pre-defined non data driven Ω. For
example, Ω ∈ R3M×3M can be chosen to be a depth weighting matrix that used to
compensate a bias towards superficial sources (Hämäläinen and Ilmoniemi, 1994;
Lin et al., 2006). The electric or magnetic field decays quadratically with distance
from source to sensor. Therefore, a deep source has to be way stronger in order
to produce the same measurement at the scalp than a superficial one. Ω is often
chosen to diminish this effect by assigning stronger weights to deeper sources. An
assumption underlying the WMNE is smoothness of the source distribution which
is implicitly incorporated by the ℓ2 norm in the regularization term. The idea is
that neighboring voxels show similar activation and no abrupt changes occur in
close by grid points. This reasonable assumption is explicitly modeled in Low
Resolution Brain Electromagnetic Tomography (Loreta) where the regularization
term consists of a discrete Laplace operator that implements spatial smoothing.
Improvements of Loreta are Standardized Low Resolution Brain Electromagnetic
Tomography (sLoreta) introduced in Pascual-Marqui (2002) and eLoreta introduced
in Pascual-Marqui (2007a). It has been demonstrated that the maximum of an sLoreta
source distribution matches a single dipolar source in a noise-free environment with
zero error in terms of the Euclidian distance. sLoreta is based on the WMNE solution
(Eq.(A.22)) with Ω = I3M as smoothness constraint which is in the second step
’standardized’ to obtain an estimation of the power s̃p at each voxel. The power
estimate at voxel m = 1 . . . M is given by

p̃m = (s̃WMN,m)
T

Σ
−1
m (s̃WMN,m) (A.23)

with Σm ∈ R3×3 being the covariance matrix at voxel m occurring in block form on
the diagonal of the matrix

Σ = AT(AAT + κHN)
+A (A.24)

as derived in (Pascual-Marqui, 2002). Please note that for all Loreta derivates and
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EEG measurements, common average referencing is required such that zero-error
and other properties are met. Re-referencing can be realized by linearly transforming
the measured data and the leadfields with the operator

HN := IN − 1N1T

N

1T

N1N
(A.25)

with 1N ∈ RN×1 being a row vector of length N containing ones. The reference
operator H is also used in Eq.(A.26). Please note that for MEG this is not necessary
as MEG is free of reference.

The concept of eLoreta is different. Weights are determined from the analytical
solution of the WMNE given by

Weloreta = Ω
−1A(AΩ

−1AT + κH)+. (A.26)

It is derived in Pascual-Marqui (2007a) that weights producing an inverse solution
with zero localization error (meaning that the maximum of the source distribution
has zero Euclidean distance to the true dipole in case of a single dipole only) have to
satisfy the following set of equations for m = 1 . . . M:

Ω
2
m = AT

m(AΩ
−1AT + κH)+Am. (A.27)

Here, Ωm ∈ R3×3 denotes a block matrix around the M diagonal elements of Ω.
An iterative and quickly converging algorithm described in Pascual-Marqui (2007a)
solves for the weights Ω which are plugged into Eq.(A.26) to form the eLoreta spatial
filter.

As already mentioned, using the ℓ2-norm in the regularization term in Eq.(A.22)
leads to smooth and, therefore, blurry source power distributions. An alternative
assumption is to generate sparse source distributions as they are closer to the
equivalent current dipole model. This can be achieved by using the ℓ1-norm (i.e.
"taxi-driver norm") leading to

s̃MCE = arg min
s

‖x − As‖2
2 + κ ‖Ωs‖1 . (A.28)

This approach is known as the lasso regularization (Tibshirani, 1994). The lasso
estimate incorporates the assumption of spatially Laplacian distributed sources
which are way more peaky than Gaussian distributions and have longer tails. In
the context of EEG/MEG source reconstruction the idea is initially employed in a
method called weighted Minimim Current Estimate (MCE) (Matsuura and Okabe,
1995). Additionally, Focal Underdetermined System Solution (FOCUSS) uses the
assumption of sparseness in a recursive re-weighting approach (Gorodnitsky et al.,
1995). Finally, there exist methods trying to find a trade-off between sparsity and
smoothness. One of them is S-Flex, introduced in Haufe et al. (2011).
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A.4. Overview of source reconstruction techniques

The following table gives a non-exhaustive overview of existing source localization
approaches and provides a sketch of the large variety of methods in the field.

Name Abbreviation Publication

Minimum norm based methods

Minimum Norm Estimate MNE e.g. Aldrich (1997); Hauk
(2004)

Weighted Minimum Norm Estimate WMNE Jeffs et al. (1987); Ioan-
nides et al. (1990)

Low resolution brain electromagnetic tomog-
raphy

LORETA Pascual-Marqui et al.
(2002)

Standardized low resolution brain electro-
magnetic tomography

sLORETA Pascual-Marqui (2002)

Exact low resolution brain electromagnetic
tomography

eLORETA Pascual-Marqui et al.
(2011)

Local Autoregressive Averages LAURA Grave de Peralta Menen-
dez et al. (2004)

Focal Vector Field Reconstruction FVR Haufe et al. (2008)

Electric Activity Imaging ELECTRA Grave de Peralta Menen-
dez et al. (2000)

Minimum Current Estimate MCE Matsuura and Okabe
(1995)

Focal Underdetermined System Solution FOCUSS Gorodnitsky et al. (1995)

Source reconstruction with Spatial Flexibity S-Flex Haufe et al. (2011)

Beamformer solutions

Linear Contraint Minimum Variance beam-
former

LVMV Van Veen et al. (1997);
Spencer et al. (1992)

Synthetic Aperture Magnetometry SAM Vrba and Robinson (2001)

Anatomically Constraint Beamforming ACB Hillebrand and Barnes
(2003)

Nulling Beamformer Nulling Hui and Leahy (2006)

Dynamic Imaging of Coherent Sources DICS Gross et al. (2001)

Music based methods

Multiple Signal Classification MUSIC Mosher et al. (1999b)

Recursively Applied and Projected Music RAP-MUSIC Mosher and Leahy (1999)

Bayesian methods

Champagne Champagne Owen et al. (2012)

Bayesian Inference BI Schmidt et al. (1999)

Parametrized fitting procedures

Dipole Fitting DF Scherg and Berg (1991)

Multipole Fitting MF Jerbi et al. (2004)
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A.5. Overview of connectivity measures

The following table gives an overview of existing measures used in the context of
EEG/MEG connectivity analysis. Again, this list is not exhaustive. Please note that
the focus within this thesis lies on linear methods for functional connectivity.

Name Abbreviation Publication

Functional connectivity

Linear

Coherence Coherence Nunez et al. (1997)

Phase Locking Value PLV Lachaux et al. (1999)

Imaginary Part of Coherency ImCoh Nolte et al. (2004)

Lagged Phase Coherence LPC Pascual-Marqui (2007b)

Phase Lag Index PLI Stam et al. (2007)

Weighted Phase Lag Index WPLI Vinck et al. (2011)

Sparsely Connected Sources Analysis SCSA Haufe et al. (2010)

Non Linear

Transfer entropy TE Vicente et al. (2011)

Orthogonalized Power Envelope Correla-
tions

OPEC Hipp et al. (2012)

Generalized Synchronization GS Pereda et al. (2005)

Continuity Measure CM Netoff et al. (2006)

Synchronization Likelihood SL Stam and van Dijk (2002)

Mutual Information MI Li (1990)

Effective Connectivity

Phase Slope Index PSI Nolte et al. (2008)

Granger Causality GC Granger (1969, 1980);
Hesse et al. (2003)

Partial Directed Coherence PDC Baccala and Sameshima
(2001)

Direct Transfer Function DTF Kaminski and Blinowska
(1991)

Transfer Entropy GS Schreiber (2000)

Dynamic Causal Modeling1 DCM Friston et al. (2003)

1 In fact, DCM combines source reconstruction and connectivity.
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A.6. Maximizing the ImCoh

In the following it is demonstrated how to find the maxima of the function

f (a, b) =
aTEb

‖a‖‖b‖ . (A.29)

In contrast to Section 3.1.1, E := DI
AB is defined for notation simplicity. Maxima of

Eq.(A.29) can be obtained by setting the partial derivatives with respect to a and b

to zero. Here, maximization is shown by using Lagrange multipliers. The nominator
of Eq.(A.29) is maximized with the boundary condition that the weight vectors a

and b are normalized, i.e. ‖a‖ = ‖b‖ = 1. Hence, the cost function in vector and
index notation is defined as

L(a, b) = aTEb + λA(‖a‖ − 1) + λB(‖b‖ − 1)

= ∑
i,j

aiEijbj − λA

(
√

∑
i

a2
i − 1

)

− λB

(
√

∑
i

b2
i − 1

)

= ∑
i,j

aiEijbj − λA

(

∑
i

a2
i − 1

)

− λB

(

∑
i

b2
i − 1

)

(A.30)

Please note that the square root can be neglected as ‖a‖ = ‖a‖2 = 1. Taking the
derivative of L(a, b) with respect to the k-th element of a denoted as ak leads to

∂L

∂ak
= ∑

i,j

δikEijbj − λA ∑
i

δikai ∀ k = 1 . . . NA

= ∑
j

Ekjbj − λAak ∀ k = 1 . . . NA

= Eb − λAa (A.31)

with δij being the Kronecker delta, defined as

δij :=

{

1 : i = j

0 : i 6= j.
(A.32)

Furthermore, setting Eq.(A.31) to zero gives

Eb = λAa. (A.33)

Performing the same calculation for bk leads to

ETa = λAb. (A.34)
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Now, one can solve for λ by left-multiplying Eq.(A.33) with aT, which gives with the
normalization constraint ‖a‖ = ‖b‖ = 1

λA = aTEb. (A.35)

Respectively, left-multiplying Eq.(A.34) with bT results in

λB = (bT(ETa))T = (ETa)Tb = aTEb. (A.36)

From Eq.(A.35) and Eq. (A.36) one can observe that

λA = λB = aTEb =
aTEb

‖a‖‖b‖ =: λ (A.37)

and see that λ is equal to the imaginary part of the coherency.

A.7. Equivalence of LPC and GIM in the bivariate case

As introduced in Section 3.1.8, the connectivity measure called Lagged Phase Coher-
ence proposed by Pascual-Marqui (2007b) can be written in the bivariate case for the
two time series p and q as

LPCpq = 1 −

[

det
(
Spq

)
/det

(

Spp 0

0 Sqq

)]

[

det(SR
pq)/det

(

SR
pp 0

0 SR
qq

)] (A.38)

With the definition of the bivariate cross-spectrum

Spq =

(

Spp SR
pq + iSI

pq

SR
pq − iSI

pq Sqq

)

=

(

Spp SR
pq

SR
pq Sqq

)

+ i

(

0 SI
pq

−SI
pq 0

)

(A.39)
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the LPC reads

LPCpq = 1 −
SppSqq −

(

SR
pq − iSI

pq

) (

SR
pq + iSI

pq

)

SppSqq − SR
pqSR

pq

= 1 −
SppSqq −

(

(SR
pq)

2 + (SI
pq)

2
)

SppSqq − SR
pqSR

pq

=

(

SppSqq − SR
pqSR

pq

)

−
(

SppSqq −
(

(SR
pq)

2 + (SI
pq)

2
))

SppSqq − (SR
pq)

2

=
(SI

pq)
2

SppSqq − (1 − (SR
pq)

2

SppSqq
)

=
(CI

pq)
2

1 − (CR
pq)

2 (A.40)

where CI
pq and CR

pq denote the imaginary and real part of coherency as defined in
Eq.(2.19).

A.8. Relationship of WPLI and GIM

In the following it is shown that for Gaussian distributed data and two channels p
and q with the cross-spectrum Spq (see e.g. Eq.(A.39)) and for an infinite number of
data points, WPLI assumes the value

WPLI =
2|θ|

1 + θ2 (A.41)

with

θ =
SI

pq
√

SppSqq − (SR
pq)

2
. (A.42)

Since the WPLI is invariant to real valued linear transformations as shown in Section
3.1.8, one can, without loss of generality, transform to a coordinate system such that
the cross-spectrum in this coordinate system has the form

S̃ =

(

1 iθ

−iθ 1

)

(A.43)
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with θ given in Eq.(A.42). With

WPLIpq =

∣
∣
∣

〈

ℑ(xpx∗q)
〉∣
∣
∣

〈∣
∣
∣ℑ(xpx∗q)

∣
∣
∣

〉 (A.44)

the numerator is the absolute value of imaginary part of the cross spectrum:
∣
∣
∣

〈

ℑ(xpx∗q)
〉∣
∣
∣ = |θ| . (A.45)

The denominator reads in its explicit form

〈∣
∣
∣ℑ(xpx∗q)

∣
∣
∣

〉

=
1

∣
∣det(S̃)

∣
∣π2

∫ ∣
∣
∣ℑ(zpz∗q)

∣
∣
∣ e(−z†S̃−1z)DzpDzq (A.46)

where Dzp = dzR
p dzI

p indicates integration over the complex plane spanned by real

and imaginary parts of zp, and z =
[
zp zq

]T. The coordinates are now transformed
with a (complex valued) unitary transformation matrix U which diagonalizes S̃:

y = U†z (A.47)

with

U =
1√
2

(

1 1

i −i

)

(A.48)

With these coordinates and using
∣
∣det(S̃)

∣
∣ = 1− θ2 the integral in Eq.(A.46) becomes

〈

ℑ
∣
∣
∣(xpx∗q)

∣
∣
∣

〉

=
1

2(1 − θ2)π2 . . .

. . .
∫ ∣
∣
∣

∣
∣yp

∣
∣q −

∣
∣yq

∣
∣2
∣
∣
∣ e

(

− |yp|2
1−θ − |yq|2

1+θ

)

DypDyq (A.49)

The function to be integrated has no dependence on phases which can be integrated
out giving a factor of 4π2. Using spherical coordinates, yj = rje

iΦj for j = p, q the
integral reduces to

〈

ℑ
∣
∣
∣(xpx∗q)

∣
∣
∣

〉

=
2

(1 − θ2)

∞∫

0

∞∫

0

∣
∣
∣r2

p − r2
q

∣
∣
∣ e

(

− r2
p

1−θ −
r2
q

1+θ

)

rqdrqrpdrp. (A.50)
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The term
∣
∣
∣r2

p − r2
q

∣
∣
∣ leads to a splitting of the integral depending on whether rp is

bigger or smaller than rq. A convenient way to write this is

〈

ℑ
∣
∣
∣(xpx∗q)

∣
∣
∣

〉

=
2

(1 − θ2)

∞∫

0

rpe

(

− r2
p

1−θ

)

∗ . . .

. . .





∞∫

0

rq

(

r2
q − r2

p

)

e

(

− r2
q

1+θ

)

drq + 2

rp∫

0

rq

(

r2
p − r2

q

)

e

(

− r2
q

1+θ

)

drq



 drp (A.51)

The remaining integrals can be evaluated using the following relationships

y
∫

0

xe(−x2γ)dx =
1

2γ
(1 − e(−y2γ))

y
∫

0

x3e(−x2γ)dx =
1

2γ2 (1 − e(−y2γ))− y2

2γ2 e(−y2γ) (A.52)

with γ := 1
1+θ . Applying the integration rules in Eq.(A.52) several times for the

evaluation of Eq.(A.51) results in

〈ℑ|(x1x∗2)|〉 =
1 + θ2

2
. (A.53)

Together with the numerator in Eq.(A.45), this leads to the final result

WPLI =
2|θ|

1 + θ2 (A.54)

also provided in Equation(3.51) in Section 3.1.8.

A.9. Optimizing the dipole direction

In this Section it shown in more details how the dipole direction at source voxel m
can be chosen such that the ImCoh between a source at voxel p (determined e.g.
by SC Music in a prior step) and a source at voxel m is maximized. Recalling the
definitions of the cross-spectra

〈

zpz†
m

〉

= wT

p SWmdm =: Epm (A.55)

and 〈

zpz†
p

〉

= wT

p Swp =: Epp (A.56)
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and 〈

zmz†
m

〉

= dT

mWT

mSWmdm =: Emm, (A.57)

the imaginary part of coherency depending on the dipole direction dm at grid point
m is given by

CI
pm(dm) =

wT
p SIWmdm

(

wT
p SRwp

) 1
2
(dT

mWT
mSRWmdm)

1
2

=
EI

pm

(ER
pp)

1
2 (ER

mm)
1
2

. (A.58)

with superscripts I and R denoting imaginary and real part of a complex valued
matrix. Using the quotient rule, the derivative results in
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with
∂
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(A.60)

because ER
pp is not dependent on dm and

∂(ER
mm)

1
2

∂dm
=

1

2(ER
mm)

1
2

∂ER
mm

∂dm
. (A.61)

Plugging Eq.(A.60) and Eq.(A.61) into Eq.(A.59) leads to
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(A.62)

and setting the derivative to zero gives

∂EI
pm

∂dm
=

1
2

EI
pm

ER
mm

∂ER
mm

∂dm
. (A.63)

Now, one can calculate the individual derivatives

∂EI
pm

∂dm
=
(

wT

p SIWm

)T

= WT

mSIwp (A.64)
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and
∂ER

mm

∂dm
= 2WT

mSRWmdm (A.65)

which can be seen from the derivation of a symmetric matrix A in its quadratic form
with a vector x

∂

∂x
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xTAx
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∑
j

xiaijxj
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x2
i aii + ∑

i
∑
j>i

xiaijxj

)

= (AAT)x = 2Ax = 2ATx. (A.66)

Applying the derivatives given in Eq.(A.64) and Eq.(A.65) to Eq.(A.63) leads to

WT

mSIwp =
1
2

wT
p SIwpdm

dT

mWT

mSRWmdm
︸ ︷︷ ︸

=:γ

2WT

mSRWmdm. (A.67)

Please note that the cost function to be maximized given by Eq.(A.58) has infinitely
many solutions. It is independent of the scale of dm. In other words any αdm is also
a solution that maximizes the cost function. This can be seen by inserting αdm into
Eq.(A.67). The factor α cancels as Eq.(A.67) is linear in dm. Hence, one can pick a
particular solution γ = 1 leading to

dm =
(

WT

mSRWm

)−1
WT

mSIwp. (A.68)
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Abbreviations

AP Action Potential

AR autoregressive

BEM Boundary Element Method

BSS Blind Source Separation

CCA Canonical Correlation Analysis

cImCoh Corrected Imaginary Part of Coherency

CSF Cerebrospinal fluid

DFT Discrete Fourier Transform

DICS Dynamic Imaging of Coherent Sources

EEG Electroencephalography

eLoreta Exact Low Resolution Brain Electromagnetic To-
mography

EPSP Excitatory Post Synaptic Potential

Eq. Equation

ERF Event Related Fields

ERP Event Related Potential

FDR False Discovery Rate

FEM Finite Element Method

FOCUSS Focal Underdetermined System Solution

GIM Global Interaction Measure

i.i.d. independent and identically distributed

ICA Independent Component Analysis

ImCoh Imaginary Part of Coherency

ImCs Imaginary Part of the Cross-Spectrum
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Abbreviations

JADE Joint Approximate Diagonalization of Eigenmatri-
ces

LCMV Linear Constraint Minimum Variance beamformer

Loreta Low Resolution Brain Electromagnetic Tomogra-
phy

LPC Lagged Phase Coherence

MCE Minimim Current Estimate

MEG Magnetoencephalography

MIC Maximized Imaginary Coherency

MIM Multivariate Interaction Measure

MNE Minimum Norm Estimate

MNI Montreal Neurological Institute

MRI Magnetic Resonance Imaging

Music Multiple Signal Classification

PCA Principle Component Analysis

Rap Music Recursively Applied Multiple Signal Classification

SAM Synthetic Aperture Magnetometry

SC Music Self-Consistent Music

sLoreta Standardized Low Resolution Brain Electromag-
netic Tomography

SNR Signal-to-Noise Ratio

SOBI Second-Order Blind Source Identification

SQUID Superconducting Quantum Interference Device

SVD Singular Value Decomposition

TdSEP Temporal Decorrelation Source Separation

WM Wedge Music

WMNE Weighted Minimum Norm Estimate

WPLI Weighted Phase Lag Index
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